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- Take a random ordering of the integers $0,1, \ldots, 7$.
- Write them in binary representation. We have a random sequence of 24 bits, $x_{1}, \ldots, x_{24}$.
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- Bounded memory.
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$$
\log _{2} \#\left\{\tau_{\mid \xi}: \xi \in\{0,1\}^{n 2^{n}}\right\} \leq M
$$

- We use the above as a definition for $M$-memory informed strategies ("0-memory" = "uninformed").
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## Informed game, conclusions

$$
I(a ; b) \leq o(1)+\frac{M}{n 2^{n}}
$$

- If $M \ll n 2^{n}$, then the value of the informed game converges the value of the one-stage game.
- If $M \geq n 2^{n}$, then the informed plater can memorize and hence "beat" the random sequence.
- What if $M \sim \Theta n 2^{n}$, for some constant $\Theta>0$ ?
- It can be shown that for every joint distribution of $a$ and $b$ such that $a \sim\left(\frac{1}{2}, \frac{1}{2}\right)$ and $I(a ; b) \leq \Theta$, there exists an oblivious $M$-memory informed strategy that achieves that joint distribution.
- Therefore, the value of the informed game converges to the value of the one-stage game where player 1 plays $\left(\frac{1}{2}, \frac{1}{2}\right)$ and player 2 choose a correlated strategy whose mutual information is bounded by $\Theta$.


## Repeated Games with Bounded Memory

- The information of a player in a repeated game is the history up to the current stage. Thereby, an $M$-memory strategy $\tau$ is defined by

$$
\log _{2} \#\left\{\tau_{\mid h}: " h \text { is a finite history" }\right\} \leq M
$$

where $\tau_{\mid h}$ is the strategy that $\tau$ induces on the sub-game that starts after the history $h$ has been played.
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## Correlation through bounded memory strategies

- Suppose two $M$-memory players correlate in order to produce an $n$-periodic sequence $x_{1}, x_{2}, \ldots$ that behaves similar to a sequence of i.i.d. random variables with distribution $Q \in \Delta\left(A_{1} \times A_{2}\right)$.
- Namely, the expected empirical distribution is close to $Q$ and $H\left(x_{1}, \ldots, x_{n}\right) / n$ is close to $H(Q)$.
- Let $C(Q)$ be the smallest real number such that, if $M 2^{M} \geq C(Q) n$, then the above is possible.
- What is $C(Q)$ ? This is an open problem!
- In an ongoing joint work with Olivier Gossner and Penelope Hernandez we were able to show that

$$
\min _{i}\left(\frac{H\left(Q_{i}\right)}{\left|A_{-i}\right|-1}\right) \leq C(Q) \leq \max _{i}\left(\frac{H(Q)}{\left|A_{i}\right|-1}\right)
$$
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