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Abstract 

 

We study an implementation problem faced by a planner who can influence selfish 

behavior in a roadway network. It is commonly known that Nash equilibrium does not 

necessarily minimize the total latency on a network and that levying a tax on road users 

that is equal to the marginal congestion effect each user causes implements the optimal 

latency state. This holds however only under the assumption that taxes have no effect on 

the utility of the users. In this paper we consider taxes that satisfy the budget balance 

condition and that are therefore obtained using a money transfer among the network 

users. Hence at every stated the overall taxes imposed upon the users sums up to zero. 

We show that the optimal latency state can be guaranteed as a Nash equilibrium using a 

simple, easily computable transfer scheme that is obtained from a fixed matrix. 

In addition, the resulting game remains a potential game and the levied tax on every edge 

is a function of its congestion. 

 

 

 

 

 

 

 

 



1 Introduction

Roadway congestion is a source of enormous economic costs. The underlying

assumption that users are selfish and their goal is to minimize their own latency

time yields a Nash equilibrium that in general does not, and is even far from,

minimizing the total latency. This inefficiency motivates the construction of

economic incentives that improve efficiency in equilibrium and has therefore

given rise to a large body of literature that studies the influence that taxing

roads has on latency time.

As a first illustration of these ideas consider the classical Braess’s paradox

(see Figure 1). One unit of traffic commutes from the initial node s to the

terminal node t. Each edge of the network in Figure 1 is labelled with its

latency function, giving the delay incurred by traffic on the link as a function

of the amount of traffic that uses the link. At Nash equilibrium, all traffic

uses the route s → v → w → t and experiences two units of latency. On the

other hand, if one unit of tax is levied on the edge (v, w), then in the Nash

equilibrium of the resulting game half of the traffic uses each of the routes

s → v → t and s → w → t. In particular, the route s → v → w → t has a

latency of 1 and a cost of 2 with respect to this flow, and hence does not offer

an attractive alternative to the users. In this new flow at Nash equilibrium,

everyone experiences a latency of 3/2 and no taxes are paid. This outcome is

clearly superior to the original flow at Nash equilibrium in the absence of taxes

since 3/2 is the minimal total latency for this network. The example highlights

the known paradox that taxing some of the routes may improve efficiency in

equilibrium and lead to a superior outcome in terms of the total latency time.

An old, related idea that was introduced informally by Pigou [7], and im-

plemented formally by Beckman et al. [1] and more recently by Sandholm [11],

is the principle of marginal cost pricing. To better understand this idea, con-

sider an implementation problem faced by a social planner who would like to

implement the optimal latency flow among a continuum population of network

users. Under the marginal cost pricing principle each user pays an additional

tax that is equal to the marginal delay he causes to the other users. If the users

of the roadway network take into consideration both the imposed tax and the
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Figure 1: Braess’s paradox.

delay on each route, then the proposed tax scheme yields a Nash equilibrium

that minimizes the total latency time.

Sandholm [12] (see also [11]) provides a family of tax schemes that is based

on marginal cost pricing. Each member of this family evolutionarily implements

the optimal latency state under a wide range of evolutionarily based behavior

adjustment processes, called revision protocols, employed by the users. These

tax schemes alter the underlying game by pricing every edge at every given

time as a function of the local congestion on that particular edge. Hence in

practice the planner does not need to know the precise choice of routes by

the users. Moreover, the pricing schemes introduced by Sandholm change the

potential function of the game to be the total latency function. Therefore the

optimal latency flow is globally stable under any reasonable adjustment process

employed by the users.

A recent paper by Fleischer et al. [5] provides a general existence result of

a tax scheme (or tolls) that implements efficient behavior in equilibrium for a

large class of congestion games. Further developments on pricing networks can

be found in [2], [4], [6], [13]. As pointed out by Cole et al. [3], these results

ignore the disutility caused to the users due to the levied tax. Cole et al. [3]

demonstrate that if one takes into consideration the negative effect of the tax

in the marginal cost pricing, then the Nash equilibrium of the original game

is always superior in terms of latency for every network with linear latency

functions. In addition, Cole et al. show that if one takes into consideration

the tax levied upon the users when calculating optimal latency, then finding
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Figure 2: Transfer among users improves total latency.

optimal taxation is computationally hard (see Theorem 6.2 in [3]).

To highlight further the limitation of taxation, consider the example de-

picted in Figure 2. In the unique Nash equilibrium all traffic uses the upper

route with a total latency of 1, and the optimal flow is obtained when half of

the users use the upper route and the other half use the lower route. This

yields a total latency of 1/4 + 1/2 = 3/4. Under marginal cost pricing, an

additional tax of 2x is levied on the upper route, which implements (1/2, 1/2)

as the unique equilibrium. If, however, one takes the tax levied into consid-

eration when calculating the total latency time, then the resulting latency at

equilibrium is 1/2 · (3/2) + 1/2 · 1 = 5/4. Furthermore, it can easily be verified

that any tax scheme that involves only negative payments does not improve

latency in equilibrium.

As an alternative consider a (progressive) tax scheme that prices the upper

route by a fixed amount of 1/4 and benefits the lower route by a fixed amount of

1/4. According to this tax scheme the optimal latency of (1/2, 1/2) is obtained

as a unique equilibrium. Moreover, this tax scheme satisfies the budget balance

condition in equilibrium. That is, the overall tax paid by the users is 0; the tax

that is levied on the users of the upper route subsidizes the benefit given to the

users in the lower route, where the users of the upper route pay 1/4 to the users

of the lower route. Hence under the proposed tax scheme the budget balance

condition implies that at equilibrium all taxes are obtained by a money transfer

among the network users, and there is no additional payment from the planner.

The budget balance condition is only guaranteed in equilibrium, whereas off

equilibrium it might not hold.

Here we consider taxes that satisfy the budget balance condition and thus

are obtained using a money transfer among the network users. Our goal is to

study ways to implement the optimal latency flow as a Nash equilibrium using a
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simple transfer scheme. In particular we study transfer scheme that is obtained

using a fixed transfer matrix that determines the amount of money transferred

between every pair of edges. In addition, we are interested in implementing

a transfer scheme for which the resulting game is a potential game. Thus, as

in Sandholm [12], the optimal latency flow would be globally stable when the

users apply any reasonable myopic adjustment learning rules.

Our main result demonstrates the construction of a transfer matrix for

which the resulting game retains a potential function such that its unique

equilibrium minimizes latency time. Moreover, the fixed transfer matrix that

we construct has the property that the tax levied on every edge solely depends

on its congestion and may be calculated in time that is polynomial in the

number of edges.1

2 Model

Consider a directed graph G = (V,E) with a source s ∈ V and a sink t ∈

V . Denote the set of simple s − t routes in G by P, which is assumed to

be nonempty. We allow parallel edges but we assume that G has no cycles.

Consider one unit of traffic wishing to travel from s to t. A flow over the graph

G is a probability distribution x = {xi}i∈P ∈ Y = ∆(P) indexed by s−t routes,

with xi representing the proportion of traffic using route i as the chosen route

from s to t.

For a route i ∈ P let Φi be the set of edges that comprises i. A flow

on routes induces a unique flow on edges, defined as a vector {xe}e∈E where

xe =
∑

i:e∈Φi
xP represents the congestion of edge e. We note that a flow on

edges may correspond to many different flows on routes. Let X be the set of

all possible flows on edges.2

A congestion game C = (G, (s, t), (le)e∈E) over G comprises a nonnegative,

1In contrast, Cole et al. [3] demonstrate that when only fixed positive taxes are allowed, calcu-

lating an approximately optimal tax scheme is NP hard.
2We note that X corresponds to the set of all non-negative weights {xe}e∈E such that the outflow

from node s and the inflow to node t are 1, and for any other node v the inflow to v equals the

outflow from v.
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continuous, nondecreasing latency function le for each edge e. le describes the

delay incurred by traffic on edge e as a function of the congestion xe. The

latency of a route i ∈ P with respect to a flow x ∈ X is then given by Fi(x) =∑
e∈Φi

le(xe). We measure the quality of a flow by its total latency L(x), defined

by L(x) =
∑

i∈P Fi(x)xi, or, equivalently, by L(x) =
∑

e∈E le(xe)xe. We will

call an edge flow that minimizes L(·) optimal. Such a flow always exists since

X is a compact set and L(·) is a continuous function on X. We shall assume

that L(·) is strictly convex; hence, it has a unique minimizer over X.3

A tax scheme τ = {τe}e∈E is a set of functions to be placed on the edges

of the network G such that τe : X → R where τe(x) is the tax levied on the

edge e when the flow is x. We further assume that all agents trade time and

money equally, and that avoiding one unit of latency time equals one units of

money. Denote the game obtained from the tax scheme τ by F τ . Under the

tax scheme τ, when the flow is induced by x a route i incurs a total cost of

F τi (x) =
∑
e∈Φi

le(xe) + τe(x).

We say that the tax scheme τ satisfies the budget balance condition at x ∈ X

if ∑
e∈E

τe(x)xe = 0.

Under the budget balance condition the taxes levied at state x are obtained

by a money transfer among the network users, which means that overall tax

money is neither wasted nor invested by the planner at state x. We shall focus

on a tax scheme that satisfies the budget balance condition.

For the game in Figure 2 we show that one can find a tax scheme τ =

{τe}e∈E such that τe are constant, the optimal latency x∗ comprises a unique

equilibrium of F τ , and τ satisfies the budget balance condition at x∗. The first

question that naturally arises is whether one can always find a tax scheme such

that the optimal flow would be realized in equilibrium at which the balance

budget condition holds. Our first observation demonstrates that this is in fact

possible. We state this simple preliminary result.4

3This standard assumption is guaranteed, for example, whenever xel
′′
e (xe)+2l′e(xe) > 0 for every

e ∈ E and xe ∈ [0, 1].
4The proof of Lemma 1 is presented as part of the proof of our Main Theorem in Section 2.
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Lemma 1. Let (G, (s, t), (le)e∈E) be a congestion game. There exists a real

numbers τ = (τe)e∈E (the tax levied on every edge e is constant and equals τe)

such that the unique equilibrium x∗ of F τ is the unique optimal latency and the

tax scheme τ satisfies the budget balance condition at x∗

n∑
i=1

x∗eτe = 0. (1)

Lemma 1 shows that one can always have a tax scheme such that in equilib-

rium the tax comprises only money transfer among network users. The prob-

lem with this approach can best be understood by considering the framework

of Sandholm [12]. In his model a myopic adjustment process is implemented by

the users in light of new information on the congestion of an alternative route.

When these dynamical processes are considered, Lemma 1 does not provide a

satisfactory answer since throughout the learning process, in a non-equilibrium

states the taxes that users pay do not necessarily satisfy the budget balance

condition. In some states money will be wasted or, alternatively, the planner

will have to invest money in order to implement the tax scheme.

We consider next a tax scheme that is based solely on a money transfer

among network users. Formally, a transfer scheme is defined as follows.

Definition 1. Let C = (G, (s, t), (le)e∈E) be a congestion game. Let K be

a set of distinct pairs of edges, that is, K = {(e, f) : e, f ∈ E and e 6= f}.

A transfer scheme is a Lipschitz continuous function Q : X → RK+ such that

Qef (x) represents the transfer of money from users who are using edge e to

users who are using edge f at state x.

The new cost FQe (x) of using edge e at state x is determined as follows:

FQe (x) = le(xe) +
∑
f 6=e

(Qef (x)−Qfe(x) ·
xf
xe

). (2)

The left-hand side of the sum Qef (x) represents the transfer of money from

the users of edge e to the users of edge f at state x. The right-hand side

represents the transfer from the f users to the e users. Given a transfer value

Qfe(x), the actual transfer from the f to the e users depends on xf and xe. The

expression xf · Qfe(x) represents the actual amount of money collected from

the f users to be transferred to the e users. This amount is evenly distributed
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among the e users, and hence the payoff that an e user obtains from the f

users is Qfe(x) · xfxe . We use the convention that if Qfe(x) is zero or if both xe

and xf are zero there are no transfers from f to e. Note that the definition of

transfer scheme above allows infinite payoffs for the cases xf > 0, xe = 0, and

Qfe(x) > 0. In the Appendix we shall consider the case of a bounded transfer

(see also the Remark at the end of the proof of Theorem 1).

Let FQ be the resulting game from using transfer scheme Q. That is, the

payoff to a user of route i at state5 x ∈ intX is determined as follows:

FQi (x) =
∑
e∈Φi

FQe (x).

It follows directly from the definition that at every state x ∈ int(X),∑
e∈E

xeF
Q
e (x) =

∑
e∈E

xeFe(x). (3)

This implies that the total latency time is not changed in the presence of

the transfer scheme Q. Therefore, FQ satisfies the budget balance condition at

every state x ∈ int(X). When the transfer scheme of Definition 1 is independent

of the current distribution of routes we shall call it simple. That is, a transfer

scheme is simple when Qef (x) = Qef is independent of x ∈ X for every pair

(e, f) ∈ K. We shall henceforth focus solely on simple transfer schemes.

By incorporating a transfer scheme we might lose some of the natural prop-

erties of the underlying congestion game. Most importantly, it might no longer

be true that the resulting game FQ admits a potential function. Having a

potential function is particularly important in the dynamic setup considered

by Sandholm [12], where the players update their choice of routes myopically

in accordance with some evolutionary adaptive process. In this framework the

existence of a potential function guarantees that for any reasonable adaptive

process from any interior initial conditions the flow converges to an equilib-

rium. In addition, with the presence of a simple transfer scheme Q, it might

hold that the actual cost of using an edge e depends on the entire flow x and

not just on the congestion xe. Therefore, another natural property to consider

is that the cost of using edge e solely depends on xe and not on the entire flow

x.

5int(X) corresponds to the set of flows x ∈ X with xe > 0 for every edge e.
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For a congestion game C, let n = |E| be the number of distinct edges on

G. We say that the game FQ resulting from the transfer scheme Q admits

a potential function if there exists a function h : Rn → R that is finite and

differential on int(X) such that for every x ∈ intX, and every route6 i,

∂h

∂xi
(x) = FQi (x).

Our main goal is therefore to define a transfer scheme Q that satisfies the

following properties:

1. FQ attains a unique equilibria x∗ that corresponds to the optimal flow.

2. FQ admits a potential function.

3. For every edge e and state x ∈ int(X), the payoff FQe (x) depends solely

on xe.

4. The matrix Q is computable in a time that is polynomial in the number

of edges.

Our Main Theorem asserts that:

Theorem 1. For every congestion game there exists a simple transfer scheme

Q, that satisfies the above properties.

Our result demonstrates the existence of a uniform transfer scheme such

that the only equilibrium of the resulting game lies in the point that minimizes

the latency time. The fact that we can have a transfer scheme such that the

resulting game remains a potential game means that, as in Sandholm [12], for

any reasonable adjustment processes of the users the unique optimal latency

state is globally stable.

3 Proof of Theorem 1 and Lemma 1

Let {x∗e}e∈E be the unique optimal flow in X. That is, it is the point that

satisfies: ∑
e∈E

x∗ele(x
∗
e) ≤

∑
e∈E

xele(xe) ∀x ∈ X.

6Note that ∂h
∂xi

(x) =
∑

e∈Φi

∂h
∂xe

(x).
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There exists a constant tax scheme τ = {τe}e∈E such that τe ≥ 0 for every

e, and the optimal latency x∗ is the unique equilibrium of the game F τ . As

an example of such a tax scheme we can take τe = x∗el
′(x∗e), the marginal cost

price. Let E′ be the set of edges e for which x∗e > 0, and assume that for every

edge e ∈ E \E′, it holds that τe = a. This can be clearly obtained by increasing

the tax on some unused edges.

Let (e1, . . . , ek) be the edges pointing out of the source node s. We note

that every user must use a unique edge ej for some 1 ≤ j ≤ k. That is, for

every route i there exists a unique j such that ej ∈ Φi. Since τe ≥ 0 we have

that
∑

e∈E τex
∗
e ≥ 0. For every h ≥ 0 define a the tax scheme {τhe }e∈E as

follows:

τhe =


τe − h if e = ej for some 1 ≤ j ≤ k, and e ∈ E′,

τe if e 6= ej for j = 1, . . . , k or e ∈ E \ E′.

Note that x∗ is still an equilibrium of F τ
h

for every h ≥ 0. To see this note

that the cost of routes that are used by a positive fraction of the population in

x∗ is smaller by exactly h in F τ
h

compared to F τ . And, the cost of an unused

route does not decrease by more than h in F τ
h
.

Let h0 ≥ 0 be such that7

∑
e∈E

τh0e x∗e = 0. (4)

Therefore the tax scheme {τh0e }e∈E satisfies the budget balance condition at x∗,

and hence it is obtained by a money transfer among the network users. Based

on this we shall define a simple transfer scheme that satisfies the required

properties. For every e ∈ E, let κe = τh0e . For every e ∈ E′, define a vector

ve ∈ Rn as follows:

vef =


−1−x∗e

x∗e
if f = e,

1 if f 6= e.

Let M ⊂ Rn be the following subspace:

M = {y ∈ Rn|
∑
e∈E

yex
∗
e = 0 and ye = yf for every e, f ∈ E \ E′}.

7Note that h0 =
∑

e∈E x
∗
eτe.
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Note that by definition the vector κ = (κe)e∈E and all the vectors ve for

e ∈ E′, lie in M . Note further that the set {ve}e∈E′ is a spanning set of M .

It can be easily verified that one can write any vector y ∈ M as a positive

linear combination of the vectors {ve}e∈E′ . Hence in particular there exists

{qe}e∈E′ ⊂ Rn+ such that
∑

e∈E′ qev
e = κ. Let qe = 0 for every e ∈ E \ E′.

Define the matrix Q as follows: Qef = qf for every (e, f) ∈ K. We shall show

that the matrix Q has the desired properties. By equation (2) the game FQ is

defined as follows:

FQe (x) = le(xe) +
∑
f 6=e

[qf − (qe ·
xf
xe

)] = le(xe) +
∑
f 6=e

qf − qe ·
1− xe
xe

= le(xe) +
∑
f

qf −
qe
xe
.

Hence FQe (x) is a function of xe. By definition, FQ has the following potential

function:

h(x) =
∑
e∈E

∫ xe

0
le(xe)dx+ xe(

∑
f

qf )− qe ln(xe).

To see this note that for every route i ∈ P,

∂h

∂xi
(x) =

∑
e∈Φi

[le(xe) +
∑
f

qf −
qe
xe

] =
∑
e∈Φi

FQe (x) = FQi (x).

To see that x∗ is an equilibrium for FQ note that for every e ∈ E such that

x∗e > 0 the payoff FQe (x∗e) can be written as follows:

FQe (x∗e) = le(x
∗
e) +

∑
f 6=e

qf −
qe(1− x∗e)

x∗e

= le(x
∗
e) + (

∑
f

qfv
f )e (5)

= le(x
∗) + κe = F κe (x∗e). (6)

Equality (5) follows from the definition of the vectors {vf}f∈E′ . And, equality

(6) follows from the definition of the non negative numbers {qf}f∈E . For every

e ∈ E \ E′ such that x∗e = 0 it follows from the definition of the game FQ and

from the fact that qe = 0 that

FQe (x∗e) = le(0) +
∑
f

qf = le(0) + a = F κe (x∗e).

Hence the payoff FQi (x∗) to the i user is equal to the payoff F κi (x∗) for every

i ∈ P. By construction x∗ is an equilibrium of F κ and so it is an equilibrium of
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FQ. Note that the potential function h(x) is convex and as such has a unique

minimizer at X. Since any equilibrium of the game FQ is a local minimizer of

the potential function one can deduce that x∗ is the unique equilibrium of FQ.

It remains to show that the matrix Q can be calculated in polynomial time.

First note that an optimal tax scheme τ such that F τ has x∗ as its unique

equilibrium can be obtained as the solution of a linear programming problem.

The number of constraints is polynomial in the size of the graph G and hence

such τ can be computed in polynomial time (see Cole et al. [4] for details). The

tax scheme κ = τh0 can obviously be obtained from τ in linear time. And finally

the calculation of the transfer matrix Q that yields the appropriate transfer

matrix can be obtained from κ by another linear programming problem with

a number of constraints that are polynomial in G. This concludes the proof of

our Main Theorem.

Remark 3.1. As noted, the payoffs in the game FQ that results from the

transfer scheme Q introduced in Theorem 1 may be unbounded on int(X) and

infinite on the boundaries of X. In particular, when qe > 0 the payoff from

using edge e goes to −∞ as xe goes to 0. A natural question is whether one can

redefine the game in such a way that makes both the payoffs and the potential

function bounded over all X. We claim that to some extent this is indeed

possible.

To do so, consider a bounded implementation mechanism for the same sim-

ple transfer matrix guaranteed by Theorem 1, under which the transfer value

to every edge e is bounded by M > 0. That is, assume that every edge e cannot

receive a money transfer that is greater than M from the other users at every

state x. When such a bound is imposed, the resulting game has a bounded

Lipschitz continuous payoff function that is well defined over all X, is still a

potential game with a potential function that is differentiable over all X, and

the tax levied on every edge e is still a function solely of the congestion on

this edge. In addition, for every large enough M the optimal latency flow x∗

is still a unique equilibrium of the resulting game. The only property that is

violated at some states is the budget balance condition. I.e., for some states

close to the boundary, money can be wasted and the tax may not be obtained
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by a money transfer among the network users. However, we claim that for

every reasonable revision protocol implemented by the users the tax that is

wasted during the learning process gets arbitrarily close to zero as M grows

large. That is, controlling for the value of M can guarantee that the money

being wasted throughout the learning process becomes negligible. We outline

the above argument in the Appendix.

4 Conclusion

In this work we propose a tax scheme that is based on a money transfer among

network users. We demonstrate the existence of an easily computable trans-

fer matrix for which the resulting game has the optimal latency state as its

unique equilibrium and it achieves a potential function. Moreover, similarly

to marginal cost pricing, the levied tax on every edge e depends solely on the

congestion xe.

A Appendix: Bounded Implementation

Let Q be the matrix guaranteed by Theorem 1 and let FQ,M be the game

obtained when the transfer to any edge e is bounded by M > 0. The new

payoff from using edge e is then,

FQ,Me (x) = le(xe) +
∑
f 6=e

qf −min{(qe
1− xe
xe

),M}.

We note that the function FQ,Me is Lipschitz continuous for every edge e. This

in turn determines a Lipschitz continuous function for every route i ∈ P.

For every edge e such that qe > 0, let xMe = qe
M+qe

and let ce = xMe (qe +

M)− qe ln(xMe ). For every such e define the function ηe(xe) as follows:

ηe(xe) =


xe(

∑
f qf )− qe ln(xe) if xe ≥ xMe

xe(
∑

f 6=e qf )− xeM + ce if xe < xMe .

(7)

Note that by the choice ce the function ηe(xe) is continuous and differentiable.

For any edge e for which qe = 0 let ηe(xe) = xe(
∑

f 6=e qf ). The resulting

13



differentiable potential function hM of the game FQ,M may be defined by the

functions {ηe(xe)}e∈E as follows:

hM (x) =
∑
e∈E

[

∫ xe

0
le(x)dx+ ηe(xe)].

Let XM = {x ∈ X : ∀e ∈ E, xe ≥ xMe }. Note that XM approaches X (in the

Hausdorff distance) as M grows. Since τe(xe) are weakly convex it follows that

the potential hM is a weakly convex function and is strictly convex over XM .

Hence, as in Theorem 1, there exists M0 > 0 such that the optimal latency x∗

is the unique equilibrium of FQ,M for every M ≥M0.

The game FQ,M no longer satisfies the budget balance condition. That is,

if we let τMe (xe) =
∑

f 6=e qf −min{(qe 1−xe
xe

),M} be the levied tax on edge e in

the game FQ,M , then for x 6∈ XM it holds that,8

VM (x) =
∑
e∈E

xeτ
M
e (xe) > 0.

The budget balance condition does hold for any x ∈ XM . Let |P| = m. A

revision protocol ρ is a Lipschitz function,

ρ : X × Rm → Rm×m+ .

For each vector payoff π ∈ Rm over the routes, every state x, and all pairs

of distinct routes i, j ∈ P, the function ρij(x, π) determine the switching rate

of revision from route i to route j.9 Any revision protocol and initial state

y ∈ ∆(P) determines a differential equation z : R+ → Y that describes the

learning process as follows:

∀i ∈ P, żi(t) =
∑
j∈P

zj(t)ρji(z(t), F
Q,M (z(t)))− zi(t)ρij(z(t), FM (z(t))). (8)

{z(t)}t≥0 naturally defines a flow on edges {x(t)}t≥0.

Consider, ∫ ∞
0

VM (x(t))dt. (9)

This expression represents the tax that is lost during the learning process.

Under mild conditions on the revision protocol the flow {x(t)}t≥0 defined by

8Note that VM (X) is uniformly bounded by n
∑

e∈E qe for every M and x.
9See Chapter 4.1.2 in [9] for details.
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equation (8) converges to the equilibrium x∗ of FQ,M for every M ≥ M0.10

Therefore, the flow {x(t)}t≥0 must enter XM in a bounded time, independently

of the initial conditions. Since XM approaches X for large M, this bounded

time must approach zero as M grows. Since VM (x) is bounded and zero on

XM , it must be the case that, (9) goes to zero as M increases.
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