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Abstract 

A mediator communicates with a buyer and seller to decide whether trade occurs and at 

what price. His objective is to maximize social surplus. Unlike an optimal mechanism that 

denies trade in some of the realization in which trade is beneficial, a mediator maximizes 

surplus also at the interim stage: at each point in time he must choose actions that are 

optimal given the information he has. We study how mediators optimally communicate 

with the parties, the tradeoffs they face, and the limitations on what they can achieve. In 

the case that agents' types are distributed uniformly we show that mediators can do no 

better than the posted-price outcome.  
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Abstract

A mediator communicates with a buyer and seller to decide whether trade occurs and at what

price. His objective is to maximize social surplus. Unlike an optimal mechanism that denies

trade in some of the realizations in which trade is bene�cial, a mediator maximizes surplus

also at the interim stage: at each point in time he must choose actions that are optimal given

the information he has. We study how mediators optimally communicate with the parties, the

tradeo¤s they face, and the limitations on what they can achieve. In the case that agents�

types are distributed uniformly we show that mediators can do no better than the posted-price

outcome.

1 Introduction

It is often the case that bilateral negotiations are assisted by mediators whose goal is to lead the

two parties to a desired outcome. Peace negotiations, divorce processes, sale of valuable objects,

bargaining between creditors to a distressed business �all these are examples in which mediators

often play a crucial role. Indeed, mediators may be motivated by sel�sh considerations such as

their share of the surplus, reputation considerations, own preferences over the outcome etc. It is

often the case, however, that along with these motivations they are also sincerely interested in the

parties�wellbeing. In this paper we abstract from sel�sh motives and study �benevolent�mediators

whose sole goal is to maximize social surplus. How does such a mediator communicate with the

�We thank Andreas Blume, Eddie Dekel, K�r Eliaz, Je¤rey Ely, Johannes Horner, Nadav Levi, Stephen Morris

and Asher Wolinsky for helpful discussions.
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parties and make decisions? To what extent can he help the parties to realize the potential social

surplus?

Characterizing the optimal mediation procedure di¤ers from the well-studied problem of de-

signing a mechanism that maximizes the social surplus. While a mechanism designer sets a com-

munication and decision policy and then delegates its execution to a hard-wired mechanism, the

mediator is also the one in charge of executing it. Thus, unlike a designer of a mechanism, the me-

diator is bound by his original preference (maximizing surplus) when he eventually communicates

with the parties and decides the outcome. In particular, he cannot commit to act �against� the

parties, a commitment that is often used by mechanisms to incentivize the parties to reveal private

information truthfully and thereby helps to maximize ex-ante social surplus.

For concreteness, consider the canonical buyer-seller problem (Myerson and Satterthwaite 1983)

on which we focus in this paper � a simpli�ed environment that captures a major di¢ culty in

reaching an optimal outcome in the above examples. In this private-values setup, a seller owns

an object that a buyer potentially wants to buy. The highest social surplus (�rst-best) is attained

if the parties trade whenever the buyer has the higher valuation. But, unless the problem is

trivial, this e¢ cient outcome is unattainable: the agents have too strong incentives to misreports

their valuations (the seller upwards and the buyer downwards) in order to obtain better trading

terms. Myerson and Satterthwaite characterize the optimal (second-best) mechanism �the one that

maximizes the gains from trade among the outcomes that are achievable. This mechanism denies

trade in realizations in which the buyer�s valuation is (slightly) above the seller�s. The commitment

to sometimes deny trade that is known to be bene�cial weakens the agents�incentives to misreport

and leads to a higher social surplus on average.

A mediator in the bilateral trade environment also strives to maximize the gains from trade.

Unlike a mechanism, however, he cannot commit to deny trade in cases that he knows that such

trade is bene�cial. Therefore, his only way to credibly deny trade is to know less. He restricts the

preciseness of the information he holds by communicating with the agents in a coarse language that

pools many types to the same report. By doing so the mediator couples realizations in which trade

is bene�cial with realizations in which it is not to one information set. This allows him to credibly

deny trade. Thus, in contrast to a mechanism for which information is always helpful (as it allows

for better allocations), a mediator faces a tradeo¤ - possessing �ner information also reduces the

set of outcomes to which he can credibly commit.

The surplus achieved by the optimal mechanism is of course an upper bound on that achievable
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by a mediator. A closer look shows that it is, in fact, strictly unattainable by a mediator. For

example, if the valuations of both agents are uniformly distributed over the interval [0; 1], trade in

the optimal mechanism takes place only when the buyer�s valuation exceeds the seller�s valuation

by more than 0:25. To implement such a trading rule, which responds so �nely to the agents�types,

one must be able to separate all the types of the buyer above 0:25 and all types of the seller below

0:75.1 Having such �ne information, however, the mediator will not be able to credibly deny trade

when, for example, the buyer�s type is 0:7 and the seller�s type is 0:6. Thus, he is not able to

implement the optimal trading rule.

A lower bound on the surplus that a mediator can achieve is the posted-price outcome. Here

there is a �xed price such that trade occurs whenever the buyer�s valuation is above that price and

the seller�s is below. To implement this �one price �ts all�rule the mediator employs a very coarse

language, that splits the types of each agent to two �those below and above the posted price. It

should be noted, however, that such an outcome can be achieved also without a mediator: a social

convention that trade takes place only at that price will bring to the negotiation table only types

that will accept it.

Within the range between the two bounds, what is then the social surplus that a mediator can

help the parties to realize? To what extent can he adapt the trading decision and price to the

speci�c realization of the parties�valuations? How does the mediator resolve the tension between

the need for �ner information to implement a better outcome and his inability to commit if his

information is too �ne?

We begin our analysis by considering a mediator who is restricted to one period of communi-

cation with the parties. The mediator chooses the set of messages that is available to each agent

and speci�es the outcome that will follow each possible pro�le of reports. This outcome must be

credible with respect to the beliefs he has in equilibrium, that is, it must maximize the expected

social surplus conditional on the parties� reports. To analyze this 3-player game, we reinterpret

the mediator�s role in this game as a mechanism with a credibility constraint. Even though the

revelation principle does not hold in this context, this allows us to employ powerful tools from the

mechanism design theory. We prove that it is without loss to assume away equilibria of mixed

strategies. We then show and prove several properties that an optimal mediator must satisfy (e.g.

1This statement is true under the assumption that there is only one stage of communication in which both agents

report simultaneously, which corresponds to the �rst part of our analysis. It extends, however, also to the case of

more than one stage of communication which we analyze in the second part.
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being monotone, deterministic, non-redundant). Given these properties we develop a new and sim-

ple technique (which is applicable for monotone mechanisms in general) for determining whether

budget balance can hold for a given allocation rule. We then show that, under the assumption of

uniform distributions, the optimal mediator implements a simple posted price, i.e., that a mediator

cannot improve on the lower bound of what agents can achieve on their own.

In the second part we extend the analysis to the multi-period case. The mediator then chooses a

communication protocol and outcomes under the restriction of sequential credibility: at each point

in time, given the information at hand, the continuation protocol must be optimal (among all those

that satisfy the same property in the sequel). In this part we impose a natural behavioral restriction

on the communication vocabulary of the mediator and on the behavior of the agents. This restriction

makes the beliefs of the players in the equilibrium of the multi-period game tractable and allows us

to analyze properties of the game. We then show that while multi-period communication protocols

indeed give the mediator more �exibility in the way he learns information (it allows, for example,

for non-monotone trading schemes to arise), under the assumption of uniform distributions the

optimal mediator can still do no better than a simple posted price.

1.1 Related Literature

Our work relates to the literature on strategic information transmission as the parties�messages in

our mediation model are �cheap-talk�: they a¤ect payo¤s only indirectly, through the actions of

the mediator that depend on the information he learns from these messages. The in�uential model

of cheap-talk games by Crawford and Sobel (1982) shows that information possessed by the sender

fails to be fully communicated to the decision maker (receiver) if their interests are not perfectly

aligned. (In our model the mediator�s interest does not coincide with that of one party because he

also cares for the other party.) Equilibrium then involves pooling of senders of close-by types who

report the same message. See Sobel (2013) for a recent survey of the huge literature that followed

this work.

The paper is also related to the extensive literature on the role of third parties in exchanging

information between individuals in cases of con�ict. Broadly put, the role of third parties (some-

times referred to as communication devices) is to �lter the information transferred between the

parties, and thus ease the reluctance of each party to reveal private information. In early contribu-

tions, Forges (1986) and Myerson (1986) show that third parties can expand the set of outcomes

in these interactions. Gibbons (1988) analyzes the equilibria of two types of arbitration methods
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when the arbitrator cannot commit to an outcome. In contrast to our work, in the model of Gib-

bons (1988) the parties have symmetric information and their preferences are independent of the

state of the world. For the type of arbitration in which messages are cheap-talk (as in our model)

Gibbons (1988) shows the existence of separating equilibria in which the arbitrator extracts all the

information from the parties.

In a more recent contribution Goltsman, Horner, Pavlov and Squintani (2009) characterized the

optimal structure of dispute resolution institutions within the framework of Crawford and Sobel

(1982). They compared the optimal outcomes under arbitration, mediation and negotiation that

are designed to maximize the ex-ante welfare of the decision-maker. In contrast to our work in

Goltsman et al (2009) there is only one informed party, and the designer can commit to its course

of actions. Also, the term mediator is used in their work only for the case of non-binding outcomes

whereas in our work the mediator�s decision can be either binding or non-binding.2 Also within

the one-sender cheap-talk framework, Blume, Board and Kawamura (2007) study a model in which

adding noise to the communication, for example by a mediator, can improve welfare, and Ivanov

(2010) studies an environment in which communication is mediated by a strategic third party that

can be chosen by the principal.

The role of the designer�s commitment power, or the e¤ects of its absence, has also received

a considerable amount of attention in the economic literature. In the context of implementation

problems with complete information, Baliga, Corchon and Sjostrom (1997) consider a utility max-

imizing designer that takes an action after all other agents. The designer cannot commit to an

outcome function as he might have an incentive to deviate given the agents�reports and the equi-

librium that is being played. Their results show that such a designer may achieve sometimes more

but sometimes less compared to a standard Nash Implementation. In contrast to our model, in

Baliga, Corchon and Sjostrom (1997) the agents have symmetric information, so there always ex-

ists an equilibrium in which the agents reveal all the information.3 Their concern is thus how to

knock out the unwanted equilibria. Chakravorty, Corchon and Wilkie (2006) show, in the domain

of exchange economies, that if a designer is restricted to o¤-equilibrium outcomes that must be

optimal for at least some preference pro�les of agents, then a broad set of social choice functions is

2 In fact, along most of the analysis we assume binding decisions and discuss the relaxation of this assumption in

section 8.2.

3Baliga, Corchon and Sjostrom (1997) assume that there are at least 3 agents which are all symmetrically informed,

so there always exists a truth-telling equilibrium for the game.
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not Nash-implementable.

In the context of contract theory, Bester and Strausz (2001) analyze a principal-agent problem

with adverse selection, where the principal has only limited ability to commit to the action he takes

following the agent�s reports. They show that, when the principal faces one agent whose type space

is �nite, an extended version of the revelation principal holds (that is, attention can be restricted

to contracts in which the message space is the type space). Their results are applicable in several

di¤erent environments. However, Bester and Strausz (2000) show that the results do not hold for

the case of multiple agents.

Skreta (2006) analyzes an environment in which a seller with full bargaining power sequentially

o¤ers a trading mechanism to a privately informed buyer at every period along a �nite discounted

horizon. Skreta (2006) shows that if the seller cannot commit not to o¤er a new mechanism in

case a previous one did not yield trade, then the revenue maximizing strategy is to o¤er a posted-

price mechanism at each period, with prices that vary along time. The analysis in Skreta (2006)

assumes very little about the type space of the informed party, and in particular allows for complex

(i.e. non-convex) posterior beliefs about its type along the equilibrium path. In another paper,

Skreta (2013) analyzes the case of a seller that faces multiple privately informed buyers over a

�nite discounted horizon and cannot commit not to re-o¤er the object for sale if it was not sold

in previous periods. The rich analysis includes also the possibility for the seller to control the

information that the buyers observe over time. In both setups, Skreta (2006) and Skreta (2013),

the fact that time is costly and that the seller essentially has full commitment power in the last

period plays a crucial role in the solution of the problem.

Vartiainen (2013) analyzes mechanisms that consist of two distinct devices�an information

processing device that aggregates reports from the agents and produces a public signal and an

implementation device that, given the public signal, determines the outcome of the mechanism.

Vartiainen (2013) assumes that the designer can commit to the way the �rst device operates, but

not to the decisions of the second one. Vartiainen (2013) shows that under these assumptions, and

in the context of bilateral trade, a careful construction of the mechanism allows implementing the

second-best result.
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2 The Model

Mediation is a game of three players - a mediator and two agents labeled i 2 f1; 2g. Agent 1

(Seller) owns an object that agent 2 (Buyer) potentially wants to buy. Agent i�s valuation of the

object is denoted vi and the agents are risk neutral. The mediator�s utility is the sum of the agent�s

utilities, i.e., v2�v1 if the object was transferred to the buyer and 0 otherwise. The mediator is risk

neutral as well. The valuations of the agents are drawn independently from uniform distributions

over Vi = [vi; �vi] and are privately known. For non-triviality we assume that the intersection

[v1; �v1] \ [v2; �v2] is non-empty.

An environment, denoted F = F1�F2, is a subset of V = V1�V2 such that F1 =
�
F 1; �F1

�
� V1

and F2 =
�
F 2; �F2

�
� V2. A bilateral trade problem is said to be in the environment F if it is

common knowledge that agent i�s type is in Fi for i 2 f1; 2g. At the outset the environment of the

problem is then F = V , but as the game proceeds, it might change.

There are 1 � T <1 consecutive periods. T is exogenous to the model and represents the last

period at which a decision can be made. At the beginning of period � 2 f1; ::; Tg the mediator

speci�es a �nite set of possible messages for each agent. Then, each agent may choose to leave

the mediation game. If one of the agents leaves, the game terminates without trade or payments.

Otherwise the agents simultaneously report messages out of their possible sets. The messages are

public and observed by all players. The mediator may then either terminate the game with a

decision �whether the object is transferred and at what price, or continue to the next period. At

the end of period T the mediator must make a decision.

The solution concept we use for the game is Perfect Bayesian Equilibrium (PBE), with the

following re�nement: the selected equilibrium induces, at each subgame, the PBE that is preferred

by the mediator. This re�nement is equivalent to letting the mediator have an additional action at

each point he plays, in which he can announce one of the equilibria in the subgame that follows,

with the alternative re�nement that his recommendation is followed by the agents. For a further

discussion of this re�nement see section 8.1.

2.1 Mediation Mechanism

As a player in the game the mediator lacks the power to commit to outcomes that follow the agents�

actions. This is in contrast to a designer of a mechanism with the same objective (maximizing

social surplus). Nevertheless, since both a mediator and a designer of a mechanism face a similar
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problem �how to e¤ectively elicit private information from the agents �our analysis can bene�t

from employing tools from the mechanism design literature. We therefore reinterpret the problem

as a problem of mechanism design. To that end we replace the mediator in the game (with the

re�nement above) by a mechanism that is optimal within the set of �credible�mechanisms (to be

formally de�ned later). We now turn to an equivalent description of the mediation process in terms

of a mechanism.

A mediation mechanism (henceforth MM) is predetermined by the mechanism designer and

induces an extensive form game for the buyer and seller. It consists of a game tree of (up to) T

periods. In each node of the tree each agent has a set of possible messages. Upon arriving to a

node, each agent reports one of his possible messages or chooses the action "leave". The reports

are simultaneous and public. If at least one agent chooses to leave, the game is terminated with

payo¤s of 0 to both. Otherwise they move to the respective node in the next period �unless they

are in period T at which, as a function of the reports, the mechanism speci�es the �nal outcome.

Formally, a message of agent i at period � is denoted mi;� , and m� = (m1;� ;m2;� ) is the pro�le

of messages of both agents at � . A sequence (m1; :::;m� ) starting at period 1 is called a history

and denoted h.4 L (h) is the length of history h, that is, the number of elements in h. We denote

by H the set of all possible histories. The set H contains the empty history (? 2 H) and it has

the property that if (m1; :::;mK) 2 H and L < K then (m1; :::;mL) 2 H. Denote by (h;m) the

sequence that results from the history h followed by m. A history h 2 H is terminal if there does

not exist m such that (h;m) 2 H. Denote by Z � H the subset of terminal histories in H.

The agents can send messages after every non-terminal history. Denote by Mi (h) the set of

messages available for agent i after the non-terminal history h 2 HnZ and let M (h) = M1 (h) �

M2 (h). (BY assumption Mi (h) is �nite for every h 2 H and i 2 f1; 2g.)

A MM is said to be direct if the elements in Mi (?) are a partition of Vi for i 2 f1; 2g, and the

elements in Mi (h) are a partition of the last report of agent i in the history h: In a direct MM the

messages correspond to subsets of the types�space.

After every terminal history an outcome is determined according to three functions: an alloca-

tion function p : Z ! [0; 1] and two payment functions t1 : Z ! R and t2 : Z ! R. The allocation

function p (h) is interpreted as the probability that the object is transferred to the buyer after a

terminal history h 2 Z, and ti (h) is the payment to agent i, which may be negative. Note that

4We follow here the formal description of an extensive form game of Osborne and Rubinstein (1994), chapter 11.
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there might be non-zero payments even if the object is not transferred. Denote C = (p; t1; t2) and

let C (h) = (p (h) ; t1 (h) ; t2 (h)).

A MM must be ex-post budget balanced, that is, after every history the net payments to the

agents are non-positive:

Property 1 (BB) The MM must satisfy ex-post budget balance:

t1 (h) + t2 (h) � 0 for every h 2 Z

Finally, a MM with a set of histories H, outcomes C and T periods in the environment F is

denoted G = (H;C; T; F ). Formally G is a speci�cation of a game form or a mechanism.

Utilities and strategies: The expected utility of agent i of type vi from the outcome of a

terminal history h 2 Z is denoted ui (vi; p (h) ; ti (h)) and given by u1 (v1; p (h) ; t1 (h)) = �p (h) �

v1 + t1 (h) for the seller and u2 (v2; p (h) ; t2 (h)) = p (h) � v2 + t2 (h) for the buyer.

A behavioral strategy for agent i of type vi in G is a function �i (vi; h) that assigns to every

type and every non-terminal history h 2 HnZ a distribution of messages in Mi (h). Denote

by �G�1;�2 (z j h) the probability that a terminal history z 2 Z will be played in G, given that

agents follow �1 and �2 and given that a non-terminal history h was played so far in G. Denote

�uGi (vi; �i; ��i j h) =
P
z2Z �

G
�1;�2 (z j h) � u (vi; p (z) ; ti (z)). This is the interim expected utility of

agent i of type vi from following strategy �i in G, after a non-terminal history h 2 H=Z and given

that agent �i follows the strategy ��i. When there is no risk of ambiguity we omit the superscript

G, and write �ui (vi; �i; ��i j h). Also, if at h = ? (at the beginning of the game) we omit the h

and simply write �G�1;�2 (z) ; �u
G
i (vi; �i; ��i) etc.

Given a pro�le of strategies (�1; �2) that the agents follow in G, we de�ne the interim social

surplus after a history h 2 H in G as follows:

W (G; �1; �2 j h) =
P
z2Z �

G
�1;�2 (z j h) � p (z) � Ev1;v2 [v2 � v1 j z]

W is a weighted sum of the conditional gains from trade in all the possible terminal histories

that result from applying the allocation rule p. The weights are the probabilities that each of the

terminal histories will be played in G, given that h was played so far and the the agents follow �1

and �2. The ex-ante social surplus is de�ned as the expected social surplus after the empty history

WEA (G; �1; �2) =W (G; �1; �2 j ?).

If G is direct we de�ne a truthful strategy for agent i to be a strategy in which after every history

h 2 H, the agent reports the message mi 2 Mi (h) for which vi 2 mi if such a message exists. We
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denote the truthful strategy by ��i , and say that agent i reports truthfully if he follows �
�
i . Note

that when T > 1 a truthful strategy characterizes the behavior of the agent only on the equilibrium

path. In these cases there is more than one truthful strategy. Let ��i then denote an arbitrarily

chosen one of them. Let �u�i (vi j h) = �ui
�
vi; �

�
i ; �

�
�i j h

�
; W � (G j h) = W (G; ��1; �

�
2 j h) and

W �
EA (G) =WEA (G; �

�
1; �

�
2).

Agents are assumed to have the outside option not to trade, i.e., a payo¤ of 0. They stay in the

MM as long as their expected continuation payo¤ is weakly greater than 0.

3 Single Period Mediators

We start by focusing on the case of T = 1, i.e. there is only one period of communication before

the outcome is determined. We denote a MM with T = 1 by G1 = (H;C; F ). The timing of the

mediation game is as follows:

Figure 1: The timing of a single-period mediation

Formally, the set of possible histories is given by H = f?g[ M (?) where M (?) = M1 (?)�

M2 (?) and Mi (?) is the set of all the messages available to agent i at the one and only period

in the game. For brevity we omit the ? sign and write M = M1 �M2. Note that M is the set

of terminal histories and is therefore the domain of the outcome functions p; t1; t2. We also write

p (m1;m2) instead of p ((m1;m2)), where (m1;m2) 2M , and the same for ti, for i 2 f1; 2g.

In the single-period case, after both agents send their reports, an �nal outcome is determined.

Thus, the two agents play a simultaneous game with incomplete information. A strategy of player i

is a function �i : Vi ! �(M1) and a Bayesian Nash Equilibrium (BNE) in G is a pro�le of strategies

(�1; �2) such that each strategy is a best response to the other given the prior beliefs. If such a

pro�le exists we say that G has an equilibrium. Denote by �i (vi j mi) the posterior distribution of

the types of agent i if given that mi is received in equilibrium, and by supp (�i (� j mi)) the support

of �i (� j mi).

Consider an equilibrium (�1; �2) in G1 and an equilibrium (�01; �
0
2) in G

0
1, where both G1 and

G01 are in the same environment F . We say that the two equilibria are payo¤ equivalent if at the
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beginning of the game, after each agent has learned his type but before any other information was

revealed, each type of each agent expects the same payo¤ in each of the equilibria. Formally:

De�nition 1 The equilibria (�1; �2) and (�01; �
0
2) in G1 and G

0
1, respectively, are payo¤ equivalent

if �uGi (vi; �i; ��i) = �u
G0
i

�
vi; �

0
i; �

0
�i
�
for every vi 2 Vi and i 2 f1; 2g.

In the single-period case, credibility requires that the outcome that follows every pro�le of

reports in equilibrium is the one that maximizes the interim expected social surplus, that is �the

expected social surplus conditional on the reports and the information they convey. Formally:

Property 2 (CRED) The outcome function C = (p; t1; t2) must be credible with respect to the

equilibrium of the MM, i.e.,:

p (m1;m2) �
Z
v2

Z
v1

(v2 � v1) d� (v1jm1) d� (v2jm2) + t1 (m1;m2) + t2 (m1;m2)

� p0 �
Z
v2

Z
v1

(v2 � v1) d� (v1jm1) d� (v2jm2) + t
0
1 + t

0
2

for every p0 2 [0; 1] and t01; t02 2 R such that t01+ t02 � 0 and every (m1;m2) 2M , where �i (vi j mi)

are the equilibrium posterior distributions of agents types.

Two implications follow. First, while ex-post budget balance requires t1 (m1;m2)+t2 (m1;m2) �

0 for every pro�le (m1;m2), credibility implies that this condition must holds in equality. We

therefore restrict attention to MMs that satisfy ex-post budget balance in strict equality.

Second, credibility implies that without loss of generality we can assume that in the equilibrium

of the MM that generates the highest social surplus there are no two types of agent i that are

indi¤erent between two messages available to the agent, for i 2 f1; 2g. This is formally stated in

the following lemma:

Lemma 1 If G1 = (M;C;F ) has an equilibrium with respect to which C is credible, and in which

some vi; v0i 2 Vi are indi¤erent between reporting some mi;m
0
i 2Mi for some i 2 f1; 2g, then there

exists G01 = (M 0; C 0; F ) with jM 0
i j < jMij and with an equilibrium which is payo¤ equivalent and

with respect to which C 0 is credible.

The proof shows that if there are two type of agent i that are indi¤erent between two messages,

it is possible to replace them by one message and de�ne a new MM such that the expected payo¤

of each type of each agent is unchanged. This is done by exploiting the fact that if two types

are indi¤erent between two messages then the expected probability for trade for each of these two

11



messages must be the same. However it is still necessary to show that the new equilibrium satis�es

credibility. It turns out that if the original one satis�ed credibility so does the new one. This is

since if the two messages, e.g. mi and m0
i, induce the same expected probability for trade for agent

i it must be that p (mi;m�i) > 0, p (m0
i;m�i) > 0 for each m�i 2M�i. Credibility of G implies

therefore that the posterior belief regarding whether trade is bene�cial or not is the same when mi

or m0
i are reported for every m�i 2M�i. This belief, however is preserved for the new message in

the new equilibrium and it thus satis�es credibility.

An implication of lemma 1 is that it is possible to restrict attention to MMs with equilibria of

pure strategies. When the agents use pure strategies each message can be identi�ed with the set

of types that send it in equilibrium (in fact, a message can always be identi�ed with the posterior

belief it induces in equilibrium, but when only pure strategies are considered the supports of the

beliefs induced by the di¤erent messages do not intersect so each message can be identi�ed with the

support itself). Thus every mi 2 Mi can be identi�ed with a subset of Vi, such that these subsets

are mutually exclusive and their union is Vi. The following corollary is then obtained:

Corollary 1 Without loss of generality the optimal MM is direct and has an equilibrium in which

both agents report truthfully.

It should be noted that this result is not straightforward in the framework of mechanism design

without commitment. In fact, in other environments of mechanism design without commitment

it is well known that the opposite is true. For example, Bester and Strauz (2000) show that in

a contracting problem when there are multiple agents and the designer cannot fully commit to

an allocation function the optimal contract is sometimes achieved when the set of messages is

strictly greater than the set of types. In particular this means that some types mix. The structure

of our problem, and in particular mediator�s objective function rules out the existence of such

phenomenon, at least for the case of T = 1.

Given M , the truthful strategy is now characterized by ��i (vi) = fmi 2Mi j vi 2 mig, i.e.

agent i reports the messagemi 2Mi to which its type vi "belongs". If the pro�le (��1; �
�
2) constitutes

a BNE, we refer to it as a truthful equilibrium. A truthful equilibrium exists if each type of agent

i does not expect to gain by deviating from ��i , given that agent �i follows ���i, for i 2 f1; 2g.

This is indeed the case if and only if the following incentive compatibility condition holds for every

vi 2 Vi, every possible strategy �i and every i 2 f1; 2g:

(IC) �ui
�
vi; �

�
i ; �

�
�i
�
� �ui

�
vi; �i; �

�
�i
�

12



We therefore consider only equilibria that satisfy (IC), those are the truthful BNE.

In a truthful equilibrium of a direct MM the mean expected type of agent i, following the

report mi is
R
vi
vid� (vi j mi) = E [vi j vi 2 m1]. Credibility then implies (see Property 2) that if

E [v2 j v2 2 m2] > E [v1 j v1 2 m2] then p (m1;m2) = 1 and if E [v2 j v2 2 m2] < E [v1 j v1 2 m2]

then p (m1;m2) = 0. The speci�cation of M1 and M2 therefore �xes p up to only one degree

of freedom (the case that E [v2 j v2 2 m2] = E [v1 j v1 2 m2]). For a truth-telling equilibrium,

therefore, a necessary and su¢ cient condition for credibility to hold is the following condition:

(CR) p (m1;m2) =

8<: 1 E [v2 j v2 2 m2] > E [v1 j v1 2 m1]

0 E [v2 j v2 2 m2] < E [v1 j v1 2 m1]
8m1 2M1;m2 2M2

Note that condition (CR) does not �x the value of p when E [v2 j v2 2 m2] = E [v1 j v1 2 m1].

A single-period mediator (henceforth SPM) is de�ned as follows:

De�nition 2 A single-period mediator (SPM) in the environment F is a direct MM in F for which

truth-telling is BNE that satis�es (CR), and (BB) is satis�ed with strict equality.

Let G1 (F ) be the set of all SPMs in the environment F . G1 is said to be optimal in F if it

maximizes the ex-ante social surplus within the set G1 (F ):

De�nition 3 G1 = (M;C;F ) is optimal in F if W �
EA (G1) �W �

EA (G
0
1) for every G

0
1 2 G1 (F ).

Sections 4 and 6 characterize the optimal Single-Period Mediator.

4 Properties of Optimal Single Period Mediators

Fix a SPM with G1 = (M;C;F ). Let �Fi denote the probability distribution of agent i�s type in

the environment F , with density �Fi .
5 Then �pi (mi) =

R
v�i

p
�
mi; �

�
�i (v�i)

�
�F�i (v�i) dv�i is the

expected probability that the object is transferred when agent i reports mi 2 Mi and agent �i

follows ���i. Similarly, �ti (mi) =
R
v�i

ti
�
mi; �

�
�i (v�i)

�
�F�i (v�i) dv�i is the expected payment to

agent i that reports mi 2Mi, given that agent �i follows ���i. Let �u�i (vi) � �u�i (vi j ?), this is the

payo¤ of type vi in the truthful equilibrium, and note that �u�i (v1) = ��p1 (��1 (v1)) � v1+ �t1 (��1 (v1))

and �u�i (v2) = �p2 (�
�
2 (v2)) � v2 + �t2 (��2 (v2)).

5 In this paper the �Fi is always the uniform distribution over F , so �Fi and �
F
i are simply �

F
i (vi) =

vi�F i
�Fi�F i

and

�Fi (vi) =
1

�Fi�F i
. However, large part of the analysis that follows does not rely on these speci�c forms.
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4.1 Message Sets

The setM is said to be redundant if there are two messages that yield the same expected probability

of trade for one of the agents in the truthful equilibrium of G1:

De�nition 4 The set M is redundant in G1 if there exist mi;m
0
i 2 Mi such that mi 6= m0

i and

�pi (mi) = �pi (m
0
i) for some i 2 f1; 2g.

As an implication of lemma 1 it is without loss of generality to focus on SPMs whose message

sets are non-redundant. This is since ifM is redundant and �pi (mi) = �pi (m
0
i) for some mi;m

0
i 2Mi,

condition (IC) implies that �ti (mi) = �ti (m
0
i),
6 so there exist vi 2 mi and v0i 2 m0

i that are indi¤erent

between reporting mi and m0
i. We therefore assume that the message sets of the optimal SPM are

non-redundant. We proceed with the following lemma that asserts that the set of types that report

each message in the truthful equilibrium is convex:

Lemma 2 If G is an SPM then �vi + (1� �) v0i 2 mi for every mi 2Mi, every vi; v0i 2 mi, every

� 2 [0; 1] and every i 2 f1; 2g.

Since in a direct MM the elements mi 2 Mi are a partition of Vi, and since Mi is �nite and

each mi is convex, it is possible to enumerate the messages in Mi in ascending order. Let mk
i

denote the kth message in Mi. For a every message mk
i 2 Mi, let �mk

i = sup
�
vi j vi 2 mk

i

	
and

mk
i = inf

�
vi j vi 2 mk

i

	
, and denote

��mk
i

�� = �mk
i �mk

i as the length of m
k
i . If k < l we say that

mk
i is lower than m

l
i.

4.2 Ex-Ante Budget Balance

Denote by D (G1) the ex-ante expected net payments to the agents in the truthful equilibrium of

G1:

D (G1) =

Z
v1

�t1 (�
�
1 (v1))�

F
1 (v1) dv1 +

Z
v2

�t2 (�
�
2 (v2))�

F
2 (v2) dv2 (1)

G1 is said to satisfy ex-ante budget balance if D (G1) � 0. We refer to D (G1) as the de�cit of

the SPM G1.

By de�nition 2 a SPM satis�es budget balance ex-post (with strict equality). However, it has

already been established in the literature (see Borgers and Norman, 2008) that every mechanism

with an equilibrium that satis�es budget balance ex-ante has a corresponding mechanism with an

6Otherwise, if �ti (m0
i) > �ti (mi) then vi 2 mi prefers reporting m0

i rather than mi.
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equilibrium that is payo¤ equivalent and satis�es budget balance ex-post. This result, which holds

for the case of mechanisms continues to hold also in the case of SPMs. To see why note that

the translation between a mechanism that is balanced ex-ante and its ex-post equivalent involves

only a change in the speci�cation of payments and not in the allocation rule. Since SPMs are

mechanisms with a restriction on the allocation rule (the CR condition), but not on payments, the

exact argument applies for the case of SPMs. 7 Formally:

Lemma 3 For every MM with an equilibrium that satis�es budget balance ex-ante there exists a

MM which satis�es budget balance ex-post, and the two equilibria are payo¤ equivalent.

The proof is standard and omitted. In the analysis that follows we therefore allow a SPM to

be balanced only ex-ante, and not ex-post.

4.3 Participation Constraints

Voluntary participation implies that the agents can leave the MM after learning their types and

observing the available message sets. When the payo¤ of the outside option is 0 the agents leave

if their type is such that the expected payo¤ from participation is negative. When analyzing

equilibrium one must take into account those types who leave without participating, making the

speci�cation of the equilibrium more complex.

In standard mechanism design setups there is an elegant way to avoid this complexity by

imposing an individual rationality constraint on equilibrium. This constraint requires that the

expected payo¤ of all types of all agents is non-negative. Since incentive compatibility implies that

the payo¤ in equilibrium is increasing in the eagerness for trade of the agent, individual rationality

usually reduces to require that one type of each agent has a non-negative payo¤. In the bilateral

trade environment this is:

(IR) u�1 (�v1) � 0 and u�2 (v2) � 0

It is important to notice, however, that the fact that imposing individual rationality is without

loss of generality hinges on the fact that the designer has enough degrees of freedom to specify

the expected trade probabilities in equilibrium. In particular, the designer can set the expected

7 In particular, if t1; t2 are the payment functions for a SPM with a truthful equlibrium (��1; �
�
2) that is

balanced ex-ante, the following payment functions make it balanced ex-post: t̂i (mi;m�i) = t1 (mi;m�i) �
1
2

�
d (mi;m�i)� Ev�i [d (mi; �

�
�i (v�i))] + Evi [d (�

�
i (vi) ;m�i)]

�
where d (m1;m2) = t1 (m1;m2) + t2 (m1;m2).
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probabilities of trade to be 0 for the types that are less eager to trade of each agent, i.e. for types

[v̂1; �v1] of agent 1 and type [v2; v̂2] of agent 2, where the designer is free to choose v̂1 2 V1 and

v̂2 2 V2.

Suppose that this was not the case and, for example, the designer was restricted to set �p2 (v2) >

0. This is the case, for example, of any SPM in the environment [0; 1]� [0:5; 1:5] due to the (CR)

condition. Imposing u�2 (v2) � 0 then implies, by incentive compatibility, that the expected payo¤

for all the types of agent 2 must be strictly positive, exhausting the budget balance. On the other

hand, if u�2 (v2) � 0 is not imposed, then those types who expects negative payo¤ from participation

leave. Their payo¤ is then 0, rather then positive, making it easier to satisfy budget balance. This

can be done, for example, by setting �t2
�
m1
2

�
to be extremely negative. Similarly, it is possible to

make the highest types of agent 1 leave by setting �t1
�
m
jM1j
1

�
to be extremely negative.

It follows that restricting attention to equilibria in which both (IR) and (CR) hold is not without

loss of generality. However, as described above, it is always possible to make the lower types of

agent 2 and the higher types of agent 1 leave using negative enough payments, regardless of the

allocation function. Also, when calculating the generated surplus and budget balance of an SPM,

there is no di¤erence between the case that type vi doesn�t trade because �pi (vi) = 0 and the case

that he quits because the expected payo¤ is negative.

We therefore continue as follows - we look for the optimal SPM that satis�es (IR), but instead of

imposing (CR) we impose a relaxed version of it, which doesn�t require it to hold if agent 1 reports

m
jM1j
1 or agent 2 reports m1

2. If the "optimal" SPM under the relaxed constraint satis�es (CR) then

it is optimal. If not, it means that the allocation rule doesn�t satisfy (CR) when agent 1 reports

m
jM1j
1 or when agent 2 reports m1

2. (CR) can then be recovered by setting the expected payments

to be negative enough when mjM1j
1 or m1

2 (or both) are reported, such that types
h
m
jM1j
1 ; �m

jM1j
1

i
of

agent 1 and
�
m1
2; �m

1
2

�
of agent 2 would leave. This would not a¤ect the generated social surplus or

the budget balance, and the SPM would be the optimal one.

We denote the relaxed condition by (CR-R) and de�ne it formally as follows:

(CR-R) p (m1;m2) =

8>>>>>><>>>>>>:

1 if E [v2 j v2 2 m2] > E [v1 j v1 2 m1] and m1 2M1nmjM1j
1

and m2 2M2nm1
2

0 or 1 if E [v2 j v2 2 m2] > E [v1 j v1 2 m1] and (m1 = m
jM1j
1 or m2 = m1

2)

0 if E [v2 j v2 2 m2] < E [v1 j v1 2 m1]

(CR-R) is identical to (CR) but doesn�t restrict p to be 1 if E [v2 j v2 2 m2] > E [v1 j v1 2 m1]

andm1 = m
jM1j
1 orm2 = m1

2, i.e. it allows the designer to impose no trade if the buyer (seller) sends
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his lowest (highest) message, regardless of the posterior distribution in equilibrium. We henceforth

focus on equilibria that satisfy (CR-R) and (IR).

4.4 Deterministic Allocation Rule

The condition (CR-R) is weaker than (CR), yet it imposes a strong dependency between the

sets M1 and M2 and the allocation rule p. In fact M �xes p for all pro�les (m1;m2) in which

E [v2 j v2 2 m2] 6= E [v1 j v1 2 m1]. If the SPM is optimal, however, p is characterized also for the

case that E [v2 j v2 2 m2] = E [v1 j v1 2 m1] and implies that trade doesn�t take place. Formally:

Lemma 4 For an optimal SPM, ifm1 2M1;m2 2M2 are such that E [v2 j v2 2 m2] = E [v1 j v1 2 m1],

then p (m1;m2) = 0.

The intuition is the following - suppose that G satis�es the pre�x of the lemma. When the

agents report (m1;m2) the expected surplus from trade is 0. Allocating the object to the buyer

with positive probability, that is p (m1;m2) > 0, implies that information rents have to be paid

to the more eager types of each agent (these are v1 � m1 and v2 > �m2) in order to support the

truthful equilibrium. It is then possible to construct a di¤erent SPM, with message sets that are

more coarse, that yields a higher ex-ante social surplus and doesn�t increase the information rents.

This contradicts the optimality of G.

An allocation rule p is said to be deterministic if its outcome is either trade or no-trade, but

never a stochastic combination between the two:

De�nition 5 An allocation rule p is deterministic if p (m1;m2) 2 f0; 1g for every m1 2M1;m2 2

M2.

An SPM is said to be deterministic if its allocation rules is deterministic. An implication of

(CR-R) and lemma 4 is that the optimal SPM is deterministic.

In particular, if G is optimal then p
�
m1
1;m

1
2

�
2 f0; 1g. SinceM is assumed to be non-redundant

and due to (CR-R) it follows that p
�
mk
1;m

k
2

�
= p

�
m1
1;m

1
2

�
for every k. Furthermore, if k1 > k2

then p
�
mk1
1 ;m

k2
2

�
= 0 and if k1 < k2 then p

�
mk1
1 ;m

k2
2

�
= 1 for 1 � k1 � jM1j ; 1 � k2 � jM2j.

Finally, if p
�
m1
1;m

1
2

�
= 0 then 0 � jM2j�jM1j � 1, and if p

�
m1
1;m

1
2

�
= 1 then 0 � jM1j�jM2j � 1.
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5 Deterministic Monotone Mechanisms

In this section we temporarily depart from the analysis of SPMs and derive results that apply to

a broader set of bilateral trade mechanisms. We keep the notations and de�nitions as before but

allow for a slightly more general setup. We assume that agent i�s type is drawn independently from

a probability distribution �Fi , not necessarily uniform, with support Fi � Vi and a density function

�Fi that is bounded and non-negative on Fi.

A mechanism in an environment F , denoted �, is a triplet � = (M;C;F ). Without loss of

generality we apply the revelation principle and restrict attention to direct revelation mechanisms

(Mi = Fi) that have a truthful BNE (that is, a BNE that satis�es (IC) as de�ned above, so that

agents report their types truthfully), and individual rationality (IR). For simplicity we focus on

mechanisms in which the lowest type of the buyer (F 2) and highest type of the seller ( �F1) expects to

receive the payo¤ 0, but the results hold (up to straightforward minor changes) if this assumption

is relaxed.

In accordance with de�nition 5, an allocation rule p is said to be deterministic if p (v1; v2) 2

f0; 1g for every v1 2 F1; v2 2 F2 and a mechanism is said to be deterministic if its allocation rule

is deterministic.

5.1 Deterministic Map of Trade

Fix an arbitrary deterministic allocation rule p : F ! f0; 1g. DenoteQ = f(v1; v2) j p (v1; v2) = 1g �

F , this is the set of all pro�les of types (v1; v2) 2 F for which trade takes place under p. The set

Q is said to be the deterministic map of trade (henceforth DMT) induced by p. Figure ?? shows

an example of Q projected on the F1 � F2 plane when p (v1; v2) = 1 for 0:2 � v1 � v2 � 0:8 and 0

otherwise. The colored area corresponds to pairs (v1; v2) for which (v1; v2) 2 Q.

We say that Q is monotone in the environment F if whenever type v2 2 F2 trade with type

v1 2 F1 under p, that is p (v1; v2) = 1, then all agent 2�s types that are higher than v2 in F2 also

trade with v1, and all agent 1�s types that are lower than v1 in F1 also trade with v2. We say that

Q is quasi-monotone in F if there exists F 0 � F in which Q is monotone. Formally:

De�nition 6 Q is monotone in F if (v1; v2) 2 Q =) ((v01; v2) 2 Q and (v1; v02) 2 Q), for every

v1; v
0
1 2 F1 such that v01 < v1 and every v2; v02 2 F2 such that v02 > v2

De�nition 7 Q is quasi-monotone in F if there exists an environment F 0 � F such that Q is

monotone in F 0.
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Figure 2: An example for a deterministic map-of-trade.

We denote by Q� a DMT induced by the allocation rule of a mechanism �. If Q� is monotone

in F then � is said to be monotone in F .

A DMT Q0 is said to be a sub-map of a DMT Q if Q0 � Q. A set of k sub-maps fQigki=1 is said

to cover Q if
kS
i=1

Qi = Q and if all the sub-maps in fQigki=1 are pair-wise disjoint: Qi \Qj = ? for

every i 6= j.

Suppose that Q is quasi-monotone. Let �H : F � F1 ! F2 and �L : F � F2 ! F1 denote two

functions de�ned as follows:

�H (Q; v2) =

8<: sup fv1 j (v1;v2) 2 Qg if (F 1; v2) 2 Q

F 1 otherwise

�L (Q; v1) =

8<: inf fv2 j (v1;v2) 2 Qg if
�
v1; �F2

�
2 Q

�F2 otherwise

and we also denote:

�(Q; v1; v2) = �H (Q; v2)� �L (Q; v1)

The interpretation is as follows: Given Q, �H (Q; v2) is the highest type of the seller that trades

with type v2 2 F2 of the buyer, or F 1 if this buyer never trades. Similarly �L (Q; v1) the lowest

type of the buyer that trades with type v1 2 F1 of the seller, or �F2 if this seller never trades.

�(Q; v1; v2) is then the di¤erence between the two, which can be positive or negative. We then

de�ne the function  : F ! R as follows:

 (Q) =

Z
(v1;v2)2Q

�(Q; v1; v2) � d�F (v1; v2)

The function  essentially sums the values of �(Q; v1; v2) for all the pairs (v1; v2) 2 Q weighted

by their density.
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(a) Example 1

A C

B

(b) Example 2

Figure 3: Deterministic maps of trade

5.2 Budget Balance of Deterministic Monotone Mechanisms

Suppose that � is deterministic and monotone in some environment F . Assuming that � is incentive

compatible, its de�cit, D (�), which is the net expected payment to the agents and is given by

equation 1, can be rewritten in a simple way with a simple geometric representation:

Proposition 1 If � = (M;C;F ) is a deterministic and monotone mechanism in F then D (�) =

 (Q�).

Therefore, if � satis�es the conditions in the pre�x then it is ex-ante budget balanced if and only

if  (Q�) � 0. Put di¤erently, if  (Q) > 0 for some monotone Q, then Q could not be induced by

any ex-ante budget balanced direct revelation mechanism, hence cannot be induced by any ex-ante

or ex-post budget balanced mechanism.

5.3 Examples

Consider the e¢ cient allocation rule of the bilateral trade problem in the environment F = [0; 1]2,

that is p (v1; v2) = 1 if v2 � v1 and 0 otherwise. The DMT that is induced by this alloca-

tion rule, denoted Q, is depicted in �gure ??, along with �L (Q; v1) ; �H (Q; v2) and �(Q; v1; v2)

of a representative pair (v1; v2) 2 Q. Since for every v1 and v2 such that (v1; v2) 2 Q, we

have �H (Q; v2) = v2 and �L (Q; v1) = v1 then �(Q; v1; v2) = (v2 � v1) > 0. It follows that

 (Q) =
R
(v1;v2)2Q (v2 � v1) � d�

F
i (v1; v2) > 0, so Q cannot be induced by any budget balanced
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mechanism (with voluntary participation). This is a duplication of the famous result of Myerson

and Satterthwaite (1983).

For another example consider the DMT Q shown in �gure ??. Q can be divided into three

submaps A;B and C. All the pairs (v1; v2) in each submap share the same value of �(Q; v1; v2).

In particular, if
�
vA1 ; v

A
2

�
;
�
vB1 ; v

B
2

�
and

�
vC1 ; v

C
2

�
are arbitrarily chosen representative pairs in A;B

and C respectively then �
�
Q; vA1 ; v

A
2

�
= �

�
Q; vB1 ; v

B
2

�
= 0 and �

�
Q; vC1 ; v

C
2

�
� �C > 0. This

quantity appears in the �gure and is positive. Calculating  (Q) then reduces to calculating �C

multiplied by the probability mass of types in C. This is a positive quantity and thus  (Q) > 0.

Q, therefore, cannot be induced by any budget balanced mechanism with voluntary participation.

6 The Optimal Single Period Mediator

We turn back now to the analysis of optimal single-period mediator. Suppose that G1 is a deter-

ministic SPM that satis�es (CR-R). It is therefore also monotone. According to proposition 1, G1

is ex-ante budget balanced if and only if  (QG1) � 0. Since (CR-R) implies thatM fully character-

izes p, we can simplify the speci�cation of  even further. Denote �
�
mk1
1 ;m

k2
2

�
= �mk2�1

1 �mk1+1
2

and Pr
�
mk1
1

�
= �F1

�
�mk1
1

�
��F1

�
mk1
1

�
, and we then have:

Corollary 2 if G1 is deterministic and satis�es (CR-R) then

 (QG) =

8<:
PjM1j
k1=1

PjM2j
k2=k1+1

h
�
�
mk1
1 ;m

k2
2

�
� Pr

�
mk1
1

�
� Pr

�
mk2
2

�i
if p

�
m1
1;m

1
2

�
= 0PjM1j

k1=1

PjM2j
k2=k1

h
�
�
mk1
1 ;m

k2
2

�
� Pr

�
mk1
1

�
� Pr

�
mk2
2

�i
if p

�
m1
1;m

1
2

�
= 1

Therefore, the optimal SPM, which is deterministic and satis�es (CR-R), must also satisfy

 (QG) = 0 in order to be ex-ante balanced, where  (QG) is as given by corollary 2.

6.1 Implementing a Posted Price

A very simple type of SPM, though not apriori optimal, is the SPM that implements some posted

price x. G1 implements the posted price x 2 F1 \ F2 in the environment F if it publishes the

price x and asks the buyer and the seller to report if their type is below or above x. Formally,

Mi =
�
m1
i = [F i; x] ;m

2
i =

�
x; �Fi

�	
for i 2 f1; 2g. Trade takes place if and only if the seller reports

m1
1 (below x) and the buyer reports m2

2 (above x). An equivalent de�nition is:

De�nition 8 G implements a posted price x 2 F1 \ F2 in the environment F

if QG = f(v1; v2) j v1 � x; v2 � xg � F .
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(a) Example 1 (b) Example 2

Figure 4: Implementation of a posted price

Figure ?? shows a DMT of a SPM that implements some posted price x 2 [0; 1] in the en-

vironment F = [0; 1]2. Trade takes place in realizations of types that correspond to the colored

area in the graph. The transfers that support this map are t1
�
m1
1;m

2
2

�
= x; t2

�
m1
1;m

2
2

�
= �x

and otherwise 0. It is easy to verify that: (i) the truthful strategies for the agents constitutes an

equilibrium, (ii) the outcomes are credible with respect to the truthful equilibrium, (iii) following

every pro�le of reports the net payments to the agents are zero (note also that �
�
m1
1;m

2
2

�
= 0 and

thus  (QG) = 0) and (iv) no type of no agent expects a negative payo¤. This simple construction

is applicable for every environment in which F 2 � F 1 and �F2 � �F1.

It is only a bit more challenging to implement a posted price x 2 F1 \ F2 in an environment

F for which �F2 > �F1 or F 2 > F 1 (see �gure ?? for the case �F2 > �F1 and F 2 > F 1). Suppose

that the later holds. In this case, for every x 2 F1 \ F2 and m1
1 = [F 1; x] and m

1
2 = [F 2; x] we

have E
�
v2 j v2 2 m1

2

�
> E

�
v1 j v1 2 m1

1

�
. Therefore, whenever the pro�le

�
m1
1;m

1
2

�
is reported

in a truthful equilibrium trade is bene�cial. The only way to implement x as a posted price (in

which there is no trade after
�
m1
1;m

1
2

�
) is to make all the types v2 2 m1

2 of agent 2 leave without

participating. This can be done, for example, by setting a negative payment t2
�
m1
1;m

1
2

�
= � �m1

2

so that all types v2 2 m1
2 expect negative payo¤ from participating. Thus in equilibrium all types

v2 2 m1
2 of agent 2 leave without participating and do not trade. An analogue argument shows how

to implement a posted price if �F2 > �F1. Therefore

Lemma 5 For every environment F and every x 2 F1 \ F2 there exists a SPM that implements
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the posted-price x.

The proof is identical to the construction above and hence omitted. Note that if �F2 > �F1

or F 2 > F 1, or both, the SPM satis�es (CR-R) but not (CR), i.e. it sets p
�
m1
1;m

1
2

�
= 0 even

though E
�
v2 j v2 2 m1

2

�
> E

�
v1 j v1 2 m1

1

�
or sets p

�
m2
1;m

2
2

�
= 0 even though E

�
v2 j v2 2 m2

2

�
>

E
�
v1 j v1 2 m2

1

�
, or both.

6.2 Posted-Price and Optimal Single-Period Mediators

The next lemma drives the main result of this section. It states that the optimal SPM always

implements a posted price:

Lemma 6 If G is an optimal SPM in F then it implements some posted price x 2 F1 \ F2.

The proof hinges on a tension between budget balance and the (CR-R) condition that is settled

only when the SPM implements a posted price. Figure ?? provides a representative example.

Suppose that the DMT shown in the example is QG induced by a SPM G. Note that for all

pro�les of reports (m1;m2) we have � (m1;m2) > 0, except for the pro�le
�
m2
1;m

3
2

�
. Note also

that p
�
m2
1;m

2
2

�
= 0 so E

�
v2 j v2 2 m2

2

�
� E

�
v1 j v1 2 m2

1

�
must hold due to (CR-R). A necessary

condition for budget balance of G is that ��
�
m2
1;m

3
2

�
�
��m2

1

�� � ��m3
2

�� > �
�
m1
1;m

3
2

�
�
��m1

1

�� � ��m3
2

��.8 Using
�
�
m1
1;m

3
2

�
>
��m2

1

�� and ��m1
1

�� > m2
1�m2

2 we get that ��
�
m2
1;m

3
2

�
>
�
m2
1 �m2

2

�
is a weaker necessary

condition for budget balance. Writing �
�
m2
1;m

3
2

�
explicitly and rearranging yields �m2

2 + m2
2 >

�m2
1 +m2

1 which implies E
�
v2 j v2 2 m2

2

�
> E

�
v1 j v1 2 m2

1

�
, which is a contradiction. The proof

shows how this argument generalizes.

Since every posted price in F1 \ F2 can be implemented it follows that the optimal SPM im-

plements the posted price that yields the highest expected social surplus. The optimal SPM in the

environment F =
��
F 1; �F1

�
;
�
F 2; �F2

��
is therefore characterized as follows:

Proposition 2 the optimal SPM in the environment F implements the following posted price:

x =

8>>><>>>:
F 2 if F 1+

�F2
2 < F 2

F 1+
�F2

2 if F 2 �
F 1+

�F2
2 � �F1

�F1 if �v1 <
F 1+

�F2
2

8This is the place were we use the assumption that the types are uniformly distributed.
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The proof is immediate: from lemma (5) and lemma (6) we have that the optimal SPM in an

environment F is the optimal posted price in F . Calculating the posted price that maximizes the

expected social surplus is straightforward.

7 Multi-Period Mediators

In this section we consider mediation over many periods (any �nite T > 1). The mediation game

then takes the following schematic form:

Figure 5: The timing of mediation games with multiple periods

Recall that the solution concept we use is Perfect Bayesian Equilibrium with the re�nement

that at each subgame, the induced PBE is the one preferred by the mediator. This restriction was

imposed in order to rule out implausible o¤-equilibrium "threats" by the agents.

In the multi-period case we replace this re�nement with a stronger condition: a restriction on

the way the mediator communicates with the agents and on the way the agents behave. We �rst

assume that the language used by the mediator in each node is "simple", in the sense that messages

split the type space of each agent into intervals. Second, we assume that the message sets at each

node, and the outcome function, are such that truthtelling is an equilibrium in every subgame, and

that the agents follow this equilibrium.

More formally, we say that a message set M is a simple language in the environment F if Mi

constitutes a partition of Fi into intervals. We then assume the following:

Assumption 1: At each node in the game, the mediator uses a simple language in the envi-

ronment that is induced by his beliefs regarding the agents� types, truth-telling by the agents is a

PBE,9 and the agents report truthfully.

9Such equlibrium always exists as the mediator can o¤er the agents degenerate message sets (one message for
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This restriction is reasonable in our context: the mediator o¤ers a simple set of messages in

each stage, and the agents do not have a heavy strategic burden in the analysis the game: they

only have to check that reporting their true type is a best response, not to �nd the equilibrium.

More importantly, in cases of multiple equilibria they do not have to coordinate on the chosen one

�they have a simple focal point to report truthfully.

Assumption 1 is of course not innocuous. First, it rules out the possibility that the agents

randomize between reports that they are indi¤erent between. Thus, it rules out the possibility

of using mixed strategies. Second, it rules out the possibility that the mediator separates types

by asking the agents to report messages they are indi¤erent between (even without randomizing).

Indeed, it could (in principle) be the case that by using these techniques the mediator could create

information sets that he was not able to create without using them. In particular, by using mixed

strategies the mediator could "manipulate" his posterior beliefs to be distributed according to

very complex distributions. By imposing this assumption we ensure that the posterior beliefs are

tractable. We ensure also that the problem is isomorphic between periods (up to the environment

that changes).

7.1 The Mediation Mechanism

We turn again to the interpretation of the game as an interaction between a mechanism and two

agents. Note that since there are multiple rounds of interactions between the agents the solution

concept is PBE. Since we focus on simple languages we can restrict attention to mechanism which

are direct with messages that are always intervals. Also, since by Assumption 1 the truthful

equilibrium is always played and messages are intervals, then in equilibrium, after every pro�le of

reports m = m1 �m2, the common belief is that agent i�s type is distributed uniformly over the

interval mi.

7.2 Sequential Credibility

In the multi-period case the de�nition of credibility is more complicated, since the restriction on

mechanisms must capture not only the fact that the mediator chooses an optimal outcome given

his information, but also that, at each stage, his choice of messages is optimal from that point on.

To highlight the di¤erence between the restrictions in the single- and multiple-period cases we refer

each) until the last period, and then implement a posted price.

25



here to this property as sequential credibility.

A formal de�nition of sequential credibility requires �rst to de�ne the notion of a continuation

process. Suppose that G = (H;C; T; F ) is a direct MM. For every pro�le m 2 M (?), the contin-

uation process of G after m is de�ned to be a MM, denoted Gjm = (Hjm; Cjm; T � 1;m), where

Hjm is the subset of all histories in H that begin with the pro�le m as their �rst element, and Cjm
is such that the outcome of every h 2 Hjm is the same as its "originating" history in H. Formally:

Hjm = fh j (m; h) 2 Hg and Cjm (h0) = C (h) for every h0 2 Hjm, h 2 H such that h0 2 h. The

process Gjm is one period shorter than G. Also, given a strategy �i in G, let �ijm denote a strategy

that is identical to �i after every history in Hjm.

In equilibrium, sequential credibility requires that the continuation process after every m 2

M (?) will maximize the expected social surplus, given that the pro�lem was reported at period 1.

Recall that, by de�nition, if the pro�le (��1; �
�
2) constitutes a PBE in G then the pro�le

�
��1jm; �

�
2jm

�
constitutes a PBE in every continuation process Gjm. A mediator is then de�ned as follows:

De�nition 9 A mediator of T > 1 periods in the environment F is a direct MM G in F such

that (i) (��1; �
�
2) constitutes a PBE in G and (ii) WEA

�
Gjm; ��1jm; �

�
2jm

�
� WEA (G

0) for every

G0 2 GT�1 (m) and every m 2 M (?), where GT�1 (m) is the set of all mediators of T � 1 periods

in the environment m.

The de�nition is recursive in the sense that the de�nition of a mediator of T periods depends on

the de�nition of a mediator of T �1 periods. The de�nition is complete since the optimal mediator

within the set G1 (F ), for every F , was fully characterized in section 6.

A mediator is optimal if it maximizes the ex-ante social surplus from the set of all mediators

with T periods in the environment F :

De�nition 10 An mediator G is optimal if WEA (G) �WEA (G
0) for every G0 2 GT (F ).

Sequential credibility implies that the problem that the mediator faces after every history h 2 H

is isomorphic to the original problem only in a di¤erent environment. The environment of the new

problem after history h = (h0;m) 2 H is m =(m1;m2). We say that the mediator faces an easy

decision if, after some history h, his beliefs are such that the buyer�s highest type is lower than

the seller�s lowest type, or that the buyer�s lowest type is higher than the seller�s highest type, i.e.

m1 \m2 = ?. We assume (without loss of generality) that if, after a history h, the mediator faces

an easy decision the outcome of the process is realized immediately.
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Let HT�1 denote the set of histories of length T � 1, and so HT�1nZ is the set of non-terminal

histories of length T � 1. Suppose that m is the last element in some history h 2 HT�1nZ. Since h

is not terminal there is no easy decision after h. In period T then the mediator faces the problem of

�nding the optimal SPM in the environment m. It follows that after every h = (h0;m) 2 HT�1nZ

the mediator implements the optimal posted price in the environment m.

7.3 Deterministic Map of Trade and Budget Balance

If G is an optimal mediator, QG is not, apriori, quasi-monotone. We show, however, that it can

be covered by a set of quasi-monotone submaps. Formally, we say that a set Q �fQkgKk=1 is a

quasi-monotone cover of QG of size K 2 N if every Q 2 Q is a quasi-monotone submap of QG and

Q covers QG. The following lemma asserts that for every mediator G there exists a quasi-monotone

cover of QG with the property that every submap Q in this cover satis�es  (Q) � 0. Such a cover is

denoted Q� (G) (and is not necessarily unique). Moreover, if the mediator�s non terminal histories

are not degenerate, in the sense that at least one of the agents have more than one possible report

in periods 1 to T � 1, then  (Q) > 0 for at least one of the elements Q 2 Q� (G).

Lemma 7 For every mediator G = (H;C; T; F ) the DMT QG has a quasi-monotone cover Q� (G)

such that  (Q) � 0 for every Q 2 Q� (G). If, in addition, there exist h; h0 2 HnZ such L (h) =

L (h0) and h 6= h0 then  (Q) > 0 for at least one element Q 2 Q� (G).

The proof shows a construction of Q� (G). To see the intuition consider a mediator in the

environment [0; 1]2 and denote it by G. Since G is deterministic then QG is well de�ned. Figure

?? shows an arbitrary example for such QG. note that it is not quasi-monotone. The rectangles in

the �gure correspond to the environments that the mediator is facing at the beginning of the last

period of all the terminal histories h 2 Z. The union of these rectangles covers [0; 1]2. Rectangles

that are crossed by the diagonal (the colored ones) correspond to the environments at the beginning

of period T for histories h 2 HT�1nZ. Sequential credibility implies that in all these environments

the optimal posted price is implemented at T .

We can then collect the rectangles in the way that is shown in �gure ??, and denote each of

these collections in an arbitrary order by Qk, where 1 � k �
��HT�1nZ

��. Note that each of these
collections contains exactly one rectangle that is crossed by the diagonal, and that a collection can

also be a singleton, as in the case of Q3. Each Qk is a submap of QG, the set fQkg
jHT�1nZj
k=1 covers
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(a) Decomposition to environments (b) A quasi-monotone cover of Q

Figure 6: Deterministic map-of-trade of a multi-period mediator

QG and each QG0 is quasi-monotone, thus Q = fQkg
jHT�1nZj
k=1 is a quasi monotone cover of G. It

remains to show that  (Qk) � 0 for each Qk.

The following lemma establishes the link between the existence of a quasi-monotone cover and

the budget balance of G:

Lemma 8 If G is a mediator and Q is a quasi-monotone cover of QG such that
P
Q2Q  (Q) > 0

then D (G) > 0.

It follows immediately from lemma 7 and lemma 8 that if there exist h; h0 2 HnZ such L (h) =

L (h0) and h 6= h0 it means that D (G) > 0, an so the MM is not budget balanced. It thus follows

that no such h and h0 exist. This means that all the reports of both agents along the �rst T � 1

periods are degenerate. The mediator elicits no information up to the last period. Sequential

credibility then implies that at period T the optimal posted price is implemented. The optimal

mediator of T periods is therefore characterized by the following proposition:

Proposition 3 The optimal mediator in the environment F waits T � 1 periods and implements

the optimal posted price in F at period T .
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8 Discussion

8.1 The Equilibrium Re�nement

Along the analysis we have imposed a re�nement on the PBE which selects, in every subgame, the

continuation equilibrium that yields the highest social surplus (the one preferred by the designer).

This re�nement is required in order to rule out implausible out-of-equilibrium behavior. Such

behaviors can be used as "threats" that support sub-optimal actions on the equilibrium path.

Thus, such behavior is a sort of commitment device, the existence of which goes against the spirit

of the concept of a mediator.

To see why, consider a mediation game with T = 2, and assume that the buyer�s and seller�s

types are independently and uniformly distributed over the interval [0; 1]. Assume that at period 1

the mediator o¤ers two possible messages to the buyer ([0; x] and [x; 1]) and two possible messages

to the seller ([0; y] and [y; 1]) such that x > y, and that the agents report truthfully.

Let m � ([y; 1] ; [0; x]). That is, m is one of the possible pro�les of reports at period 1. It is

straightforward that if m is reported at period 1 then a social-surplus maximizing mediator would

like to extract more information from the parties at period 2. This is since if he doesn�t do so,

his optimal decision at the end of period 2 would be "no trade" (mean type of the seller is greater

than the mean type of the buyer), and the surplus is then 0. On the other hand, there exists an

equilibrium for the subgame that begins after m in which the mediator extracts more information

and achieves a positive social-surplus.

There are, however, other equilibria for that subgame. For example, suppose that regardless of

what the mediator does, the buyer and seller babble at the period 2 (that is - randomly choose a

message). In that case, at the end of period 2 the mediator does not learn any new information

and thus the optimal decision is not to trade, and the social-surplus is 0. Note that this is indeed

an equilibrium since no agent can credibly convey information to the mediator and change the

decision.

It follows that declaring an outcome and stopping the game after m, without acquiring any

further information, can be part of equilibrium. This would be the case if the babbling equilibrium

is played in the subgames that follow any of the mediator�s action after m is reported.

The re�nement rules out this possibility. It implies that the equilibrium that prevails in every

subgame is the one that is preferred by the mediator. In particular it implies that if there exists

an equilibrium that yields a strictly positive surplus, the babbling equilibrium will not be played.
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8.2 Non-Binding Outcomes

Until now we assumed that the outcomes of the MM are binding, that is, once an outcome is

determined the agents are committed to comply. In particular this means that the agents can �nd

ex-post that their payo¤ from trade was negative.

Suppose, alternatively, that the mediator could decide for each outcome whether it is binding

or not. If the outcome is binding the agents must comply, otherwise they do so only if their payo¤

is non-negative. For non-binding outcomes, therefore, trade takes place only if both agents agree.

Sequential credibility implies that the mediator makes an outcome credible if an only if such choice

increases the social surplus. We retain the assumption that the agents can leave at any stage of

the MM before the outcomes are determined.

There are two opposing e¤ects for allowing the mediator to specify outcomes as non-binding.

On one hand, non-binding outcomes sometimes yield higher (expected) social surplus than binding

ones.10 On the other hand, allowing for non-binding outcomes decreases the mediator�s commitment

power �sequential credibility rules out sub-optimal binding outcomes that could possibly be part

of an equilibrium.

Note also that a non-binding outcome is, in fact, no more than a recommendation for price

for trade. Since the agents cannot communicate after the outcome is determined, all the buyer�s

type above this price and all the seller�s type below it agree to trade. The optimal non-binding

outcome is, therefore, to set a price that is equal to the optimal posted price that correspond to

the mediator�s beliefs.

It follows, therefore, that a MM that allows for binding and non-binding outcomes is equivalent

to a MM that allows for only binding outcomes, but allows also that some of the terminal histories

would be one period longer (T +1 periods), under the constraint that in the last period the optimal

posted price is implemented. This implies, however, that the map of trade of such MM has the same

10To see why consider an example in which after the agents �nished reporting (that is - after a terminal history),

when time comes to decide the outcome, the common belief if that the seller�s type is distributed uniformly on [0; 1]

and the buyer�s type is distributed uniformly on [0:2; 1:2]. The best binding outcome is to transfer the object, and

price doesn�t matter. The best non-binding outcome is to propose the agents to trade at price 0:6. Only sellers

below 0:6 and buyers above 0:6 indeed trade. The expected social surplus of the binding outcome is 0:2 and of the

non-binding one 0:216. Note, however, that if the buyer was distributed uniformly on [0:5; 1:5] the best binding

outcome � trade, price doesn�t matter � yields an expected surplus of 0:5, while the best non-binding outcome �

setting the price 0:75 �yields the expected surplus of 0:42.
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properties of the map of trade of a MM with binding outcomes. In particular all the arguments and

techniques that were used for the proofs of lemma 7 and lemma 8 still apply. Therefore, allowing the

mediator to chose whether an outcome is binding or not does improve the social surplus generated

by the optimal mediator.

9 Appendix - Proofs

9.1 Proof of Lemma 1

Suppose that G1 = (M;C;F ) has an equilibrium in which the agents report according to some

pro�le (�1; �2). Let qi (mi) denote the probability that agent i reports mi in equilibrium. We show

the proof for the case that the seller has two types that are indi¤erent between two messages. A

similar proof applies for the buyer.

Suppose also that types v1; w1 2 V1 of the seller, with v1 6= w1, are indi¤erent between reporting

m1;m
0
1 2M1, with m1 6= m0

1 and q (m1) > 0 and q (m0
1) > 0. Therefore:X

m22M2

q2 (m2) � (�p (m1;m2) � v1 + t1 (m1;m2))

=
X

m22M2

q2 (m2) �
�
�p
�
m0
1;m2

�
� v1 + t1

�
m0
1;m2

��
X

m22M2

q2 (m2) � (�p (m1;m2) � w1 + t1 (m1;m2))

=
X

m22M2

q2 (m2) �
�
�p
�
m0
1;m2

�
� w1 + t1

�
m0
1;m2

��
It follows that

P
m22M2

q2 (m2) � p (m1;m2) =
P
m22M2

q2 (m2) � p (m0
1;m2), so the expected

probability for trade of the seller is identical when reporting m1 or m0
1. Denote this probability by

�p. Thus also
P
m22M2

q2 (m2)�t1 (m1;m2) =
P
m22M2

q2 (m2)�t (m0
1;m2), so the expected payment

to the seller is also identical when reporting m1 and m0
1. Denote it by �t.

Now consider an alternative MM, denoted G0 = (M 0; C 0; F ), which is identical to G, only

that m1 and m0
1 are replaced by one message denoted �. The allocation rule of G

0 is p0 (�;m2) =
q1(m1)�p(m1;m2)+q1(m0

1)�p(m0
1;m2)

q1(m1)+q1(m0
1)

, and otherwise identical to p. The payments are t0i (�;m2) =
q1(m1)�t(m1;m2)+q1(m0

1)�t(m0
1;m2)

q1(m1)+q1(m0
1)

,

and are otherwise identical to ti.

The pair of strategies (�01; �2) in which the buyer follows the same strategy as in G, and the seller

follows a strategy which is identical to �1, but reports � instead of m1 and m0
1, is an equilibrium

in G0. To see why note �rst that the buyer�s incentives haven�t changed. For every m2 2 M2 the

expected probability for trade is the same in both cases, and so does the expected payment. Thus,
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if �2 is a best reply to �1 in G then it is also a best reply to �01 in G
0.

For the seller, the expected probability for trade is also the same in both equilibria, and so does

the expected payment. This is since:X
m22M2

q2 (m2) � p0 (�;m2) =
X

m22M2

q2 (m2) �
q1 (m1) � p (m1;m2) + q1 (m

0
1) � p (m0

1;m2)

q1 (m1) + q1 (m0
1)

=

=
q1 (m1) �

�P
m22M2

q2 (m2) � p (m1;m2)
�

q1 (m1) + q1 (m0
1)

+
q1 (m

0
1) �

�P
m22M2

q2 (m2) � p (m0
1;m2)

�
q1 (m1) + q1 (m0

1)

= �p

and the same calculation shows that
P
m22M2

q2 (m2) � t (�;m2) = �t.

Finally, we have to show that C 0 is credible with respect to the equilibrium (�1; �2). Let

�i denote the posterior distribution of agent i�s type in the equilibrium (�1; �2) of G, and �0i

denote the posterior distribution according to the equilibrium (�01; �2) of G
0. If

R
v1
v1d� (v1jm1) =R

v1
v1d� (v1jm0

1) � �E then
R
v1
v1d�

0 (v1j�) = �E . Thus, if C is credible w.r.t (�1; �2) in G, then

C 0 is credible w.r.t (�01; �2) in G
0.

Otherwise, assume that
R
v1
v1d� (v1jm1) >

R
v1
v1d� (v1jm0

1) (the proof for the opposite case is

identical). Credibility of C then implies p (m1;m2) � p (m0
1;m2) for every m2 2 M2. However,

since
P
m22M2

q2 (m2) � p (m1;m2) =
P
m22M2

q2 (m2) � p (m0
1;m2) it must be that p (m1;m2) =

p (m0
1;m2) = p0 (�;m2) for everym2 2M2. Credibility of C with respect to the equilibrium (�1; �2),

and the fact that p (m1;m2) = p (m0
1;m2), imply that the signs of

R
v2

R
v1
(v2 � v1) d� (v1jm1) d� (v2jm2)

and
R
v2

R
v1
(v2 � v1) d� (v1jm0

1) d� (v2jm2) are identical for everym2 2M2. Since
R
v1
v1d� (v1jm1) �R

v1
v1d�

0 (v1j�) �
R
v1
v1d� (v1jm0

1) then it is identical also to the sign of
R
v2

R
v1
(v2 � v1) d�0 (v1jm1) d� (v2jm2).

Tis sign is therefore consistent with the value of p (�;m2), and C 0 is credible with respect to the

equilibrium (�01; �2) in G
0.

9.2 Proof of Lemma 2

Let G be a SPM. We show the proof for the case of i = 2. The case of i = 1 is similar and omitted.

For every m2 2M2 and v2; v02 2 mi the IC condition implies:

v2 � �p2 (m2) + �t2 (m2) � v2 � �p2 (m̂2) + �t2 (m̂2)

v02 � �p2 (m2) + �t2 (m2) � v02 � �p2 (m̂2) + �t2 (m̂2)
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for every m̂2 2M2 such that m̂2 6= m2. Since v2 and v02 are not both indi¤erent between reporting

m2 and m̂2 (see lemma 1) then at least one of the above inequalities is strict. Thus, for every

� 2 (0; 1) we have:�
�v2 + (1� �) v02

�
� �p2 (m2) + �t2 (m2) >

�
�v2 + (1� �) v02

�
� �p2 (m̂2) + �t2 (m̂2)

so type (�v2 + (1� �) v02) 2 V2 �nds it optimal to report m2, or equivalently

(�v2 + (1� �) v02) 2 m2.

9.3 Proof of Lemma 4

Suppose G = (M;C;F ) is a SPM and there exist ml
1 2M1;m

k
2 2M2 such that E

�
v2 j v2 2 mk

2

�
=

E
�
v1 j v1 2 ml

1

�
and p

�
ml
1;m

k
2

�
= � for some � > 0. The proof shows how a change in the

speci�cation of G increases the ex-ante expected social surplus from trade, without increasing the

de�cit D (G) (see equation 1), and without violating the incentive compatibility or credibility of G.

For brevity we denote a1 = ml
1, a2 = mk

2, b1 = �ml
1, b2 = �mk

2 and 2 = �a2 + (1� �) b2. Without

loss of generality we assume that a2 � a1 (otherwise the proof is similar but with the roles of the

buyer and seller reversed).

Consider the following change in G. We replace the message mk
2 2 M2 with the two new

messages mkA
2 = [a2; 2] and m

kB
2 = [; b2] and de�ne the outcomes for the cases that the buyer

reports mkA
2 and mkB

2 as follows:

� p
�
ml
1;m

kA
2

�
= 0 and p

�
ml0
1 ;m

kA
2

�
= p

�
ml0
1 ;m

kB
2

�
= 0 for every l0 > l.

� p
�
ml
1;m

kB
2

�
= 1 and p

�
ml00
1 ;m

kA
2

�
= p

�
ml00
1 ;m

kB
2

�
= 1 for every l00 < l.

� t2
�
ml
1;m

kA
2

�
= t2

�
ml
1;m

k
2

�
+ �a2

� t2
�
ml
1;m

kB
2

�
= t2

�
ml
1;m

k
2

�
� (1� �) � b2

� t1 (m1;m2) = t1 (m1;m2) + � (1� �) (b1 � a1) (b2 � a2)2 for every m1 2M1 and m2 2M2.

For all other cases the outcome functions are not changed (with the interpretation that if the

buyer reports mkA
2 or mkB

2 , the outcome is determines as if he sent mk
2 before the change.

We now show that if the original SPM satis�ed (IC), (CR) and (BB), so does the altered one:

Credibility (CR): The allocation p
�
ml
1;m

kA
2

�
= 0 is consistent with

E
�
v2 j v2 2 mkA

2

�
< E

�
v1 j v1 2 ml

1

�
and p

�
ml
1;m

kB
2

�
= 1 is consistent with

E
�
v2 j v2 2 mkB

2

�
> E

�
v1 j v1 2 ml

1

�
. Since �mk

2 � E
h
v1 j v1 2 ml+1

1

i
11 then

11This follows from the assumption of uniform distributions, since if �mk
2 > E

�
v1 j v1 2 ml+1

1

�
then it couldn�t
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E
�
v2 j v2 2 mkA

2

�
� E

h
v1 j v1 2 ml+1

1

i
and E

�
v2 j v2 2 mkB

2

�
� E

h
v1 j v1 2 ml+1

1

i
, so p

�
ml0
1 ;m

kA
2

�
=

p
�
ml0
1 ;m

kB
2

�
= 0 is consistent with (CR) for every l0 > l. Also, sincemk

2 � �ml
1 then E

�
v2 j v2 2 mkA

2

�
>

E
h
v1 j v1 2 ml+1

1

i
and E

�
v2 j v2 2 mkB

2

�
> E

�
v1 j v1 2 ml

1

�
, and thus p

�
ml00
1 ;m

kA
2

�
= p

�
ml00
1 ;m

kB
2

�
=

1 is consistent with (CR) for every l00 < l. Therefore (CR) is satis�ed.

Incentive Compatibility (IC): The incentives of agent 1 to report truthfully have not changed

since. This is since, for every m1 2 M1, the seller�s expected probability of trade has not changed

and the expected payment has shifted by a constant.

Regarding agent 2, note that for every v2 2 V2 the expected payo¤ from reporting mkB
2 is

increased (relative to reporting mk
2) by (b1 � a1) ((1� �) v2 � (1� �) b2) and the expected payo¤

from reportingmkA
2 is increased (relative to reportingmk

2) by (b1 � a1) (��v2 + �a2). It follows that

the payo¤s of types b2 2 V2 and a2 2 V2 from reporting mkB
2 and mkA

2 , respectively, are unchanged

relative to their payo¤ from reporting mk
2 in the original SPM. Thus type b2 is indi¤erent between

reporting mkB
2 and mk+1

2 , and type a2 is indi¤erent between reporting mkA
2 and mk�1

2 . Also, type

2 2 V2 is indi¤erent between reporting mkA
2 and mkB

2 .

If an arbitrary type v2 2 V2 is indi¤erent between reporting two messages mk0
2 and mk00

2 , with

k00 > k0 and �p (k00) � �p (k0), then every type lower than v2 strictly prefers reporting mk0
2 to m

k00
2 , and

every type greater than v2 strictly prefers reporting mk00
2 to mk0

2 . It thus follows that if reporting

truthfully was an equilibrium in the original SPM, it is also an equilibrium after the change.

Budget Balance (BB): The expected payments to the buyer are increased by

(b1 � a1) (2 � a2) (� � a2) + (b1 � a1) (b2 � 2) (� (1� �) � b2), which is, after a simple an manipu-

lation, equal to the (negative) quantity �� (1� �) (b1 � a1) (b2 � a2)2. The expected payments to

the seller are increased by � (1� �) (b1 � a1) (b2 � a2)2 so the de�cit of the SPM is not a¤ected - if

the original SPM was budget balanced, it is so also after the change.

It therefore remains to show that the surplus generated by trade is increased. The change in

the expected surplus is given by:Z 2

a2

Z b1

a1

(0� �) � (v2 � v1) dv1dv2 +
Z b2

2

Z b1

a1

(1� �) � (v2 � v1) dv1dv2

=
1

2
(1� �)� (b1 � a1) (a2 � b2)2

which is a positive quantity.

be that E
�
v2 j v2 2 mk

2

�
= E

�
v1 j v1 2 ml

1

�
. While it is outside the scope of this work, note that for case of other

distributions, an extension to the proof could be easily added. If �mk
2 > E

�
v1 j v1 2 ml+1

1

�
then setting p

�
ml
1;m

k
2

�
= 0

and slightly decreasing �mk
2 would yield a new SPM with lower de�cit and higher expected social surplus.
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9.4 Proof of Proposition 1

Suppose that � is an arbitrary mechanism that satis�es (IR) and (IC) in the environment F =�
vF1 ; �v

F
1

�
�
�
vF2 ; �v

F
2

�
, and u�

�
�vF1
�
= u

�
vF2
�
= 0 (i.e. the highest type of the seller and the lower type

of the buyer expects payo¤ 0 in the truthful equilibrium). Let p denote the allocation function �

and let �pi (vi) =
R �vF�i
vF�i

p (v1; v2)�
F
�i (v�i) dv�i, this is the expected probability that type vi trade in

the truthful equilibrium. The DMT induced by p is denoted Q�.

Since � is incentive compatible, the payo¤ of type v1 is given by
R �vF1
v1
�p1 (v1) dx and the payo¤

of type v2 is given by
R v2
vF2
�p2 (v2) dx. The expected payment to type v1 of agent i is therefore

given by v1 � �p1 (v1) +
R �vF1
v1
�p1 (v1) dx, and the expected payment to type v2 of agent 2 is given by

�v2 � �p2 (v2) +
R v2
vF2
�p2 (v2) dx.

Consider the following two payment functions (regardless of those actually speci�ed in �):

t1 (v1; v2) =

8<: �H (Q�; v2) if v2 > �L (Q�; v1)

0 otherwise

t2 (v1; v2) =

8<: ��L (Q�; v1) if v1 < �H (Q�; v2)

0 otherwise

and de�ne �ti (vi) =
R �vF�i
vF�i

ti (v1; v2)�
F
�i (v�i) dv�i. We �rst show that the expected payment to

type vi of agent i in � is �ti (vi), i.e. we show that �t1 (v1) = v1 � �p1 (v1) +
R �vF1
v1
�p1 (v1) dx and

�t2 (v2) = �v2 � �p2 (v2) +
R v2
vF2
�p2 (v2) dx. For the case of �t2 note that, by de�nition, �t2 (v2) =R �H(v2)

vF1
[��L (Q�; v1)]�F1 (v1) dv1, and thus:

�t2 (v2) = ��1 (�H (Q�; v2)) � v2 +
Z �H(v2)

vF1

[v2 � �L (Q�; v1)]�F1 (v1) dv1

= ��1 (�H (Q�; v2)) � v2 +
Z �H(v2)

vF1

Z v2

�L(Q�;v1)
�F1 (v1) dxdv1

= ��1 (�H (Q�; v2)) � v2 +
Z v2

�vF2

Z �H(x)

vF1

�F1 (v1) dv1dx

= ��1 (�H (Q�; v2)) � v2 +
Z v2

vF2

�1 (�H (Q�; x)) dx

where the third equation follows from the fact that12:�
(v1; v2) : v

F
1 � v1 � �vF1 ; �L (Q�; v1) � v2 � �vF2

	
=

�
(v1; v2) : v

F
2 � v2 � �vF2 ; vF1 � v1 � �H (Q�; v2)

	
12See Protter and Morrey (1985)
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Since �1 (�H (Q�; v2)) = �p2 (v2) then �t2 (v2) = �v2 � �p2 (v2) +
R v2
vF2
�p2 (x) dx. A similar argument

applies for �t1 (v1) and is omitted.

In order to show that the de�cit of � is equal to  (Q�) we write D (�) explicitly as the sum of

the expected payments to the agents:

D (�) =

Z �vF1

vF1

�t1 (v1)�
F
1 (v1) dv1 +

Z �vF2

vF2

�t2 (v2)�
F
2 (v2) dv2

=

Z �vF1

vF1

"Z �vF2

�L(v1)
�H (Q�; v2)�

F
2 (v2) dv2

#
�F1 (v1) dv1

+

Z �vF2

vF2

"Z �H(v2)

vF1

��L (Q�; v1)�F1 (v1) dv1

#
�F2 (v2) dv2

=

Z �vF2

vF2

Z �vF1

vF1

1(v1;v2)2Q � [�H (Q�; v2)� �L (Q�; v1)] � �
F
1 (v1)�

F
1 (v2) dv1dv2

=

Z
(v1;v2)2Q�;

�(Q�; v1; v2) d�
F
i (v1; v2)

=  (Q�)

9.5 Proof of Lemma 6

Let G be an optimal SPM, and assume that it does not implement a posted price. Along the proof

we assume that p
�
m1
1;m

1
2

�
= 0, so p

�
ml
1;m

l+j
2

�
= 1 for j � 1 and p

�
ml
1;m

l+j
2

�
= 0 for j � 0.

The proof for the case of p
�
m1
1;m

1
2

�
= 1 is similar and involves only an o¤set of indices.

G is budget balanced only if  (QG) � 0. According to corollary 2 we have  (QG) =PjM1j
k1=1

PjM2j
k2=k1+1

�
�
mk1
1 ;m

k2
2

�
�
���mk1

1

��� � ���mk2
2

���. Denote by K� the set of all indices for which

�
�
mk
1;m

k+1
2

�
is negative, i.e., K� =

n
k j �

�
mk
1;m

k+1
2

�
< 0

o
.

Following are two helper lemmas and their proofs. The �rst implies that the set
n�
mk
1;m

k+1
2

�o
k2K�

contains all the pairs
�
mk1
1 ;m

k2
2

�
for which �

�
mk1
1 ;m

k2
2

�
is negative. The second implies that the

indices in K� cannot be "too close".

Lemma 9 For every k, if l > 1 then �
�
mk
1;m

k+l
2

�
> 0.

Proof. Suppose not, so for some k and l � 2 we have �
�
mk
1;m

k+l
2

�
< 0. By de�nition

of � we then have �mk+l�1
1 < mk+1

2 ,13 and thus also �mk+1
1 < mk+1

2 . In that case, however,

E
h
v2 j v2 2 mk+1

2

i
> E

h
v1 j v1 2 mk+1

1

i
, so credibility would imply p

�
mk+1
1 ;mk+1

2

�
= 1, which

contradicts non-redundancy under the assumption of p
�
m1
1;m

1
2

�
= 0.

13Note that if mk+l
2 exists for some k and l so does mk+l�1

1 , because 0 � jM2j � jM1j � 1
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(a) Example 1

=

(b) Example 2

Figure 7: Budget-balance calculations: the regular case

Lemma 10 if k 2 K� then (k � 1) 62 K�

Proof. Suppose not and that for some k we have k + 1 2 K�, that is �
�
mk+1
1 ;mk+2

2

�
< 0. Then

by de�nition �mk
1 � mk+1

2 < 0 and �mk+1
1 � mk+2

2 < 0. Sum the two inequalities and replace �mk
1

with mk+1
1 and mk+2

2 with �mk+1
2 (which are the same by de�nition) to get m

k+1
1 + �mk+1

1
2 <

�mk+1
2 +mk+1

2
2

and so E
h
v2 j v2 2 mk+1

2

i
> E

h
v1 j v1 2 mk+1

1

i
in contradiction to p

�
mk+1
1 ;mk+1

2

�
= 0, which is

implied by non-redundancy and the assumption of p
�
m1
1;m

1
2

�
= 0. A similar argument shows that

(k � 1) 62 K�.

For every k 2 K� de�ne ak = max
�
mk
2; v1

�
and bk = min

�
�mk+1
1 ; �v2

�
. Figure 7a provides an

example for the case of ak = mk
2 and bk = �mk+1

1 . Figure 7b provides an example for the case of

k = 2 2 K� and ak = v1 and bk = �mk+1
1 .

We distinguish between two cases - the regular case, in which for every k 2 K� either �v2 > �mk+1
1

or v1 < mk
2 , and the boundary case in which there exists k 2 K� for which neither holds.

Regular Case: Denote � (k) =
R bk
mk+1
2

R �mk
1

ak
1(v1;v2)2Q � �(QG; v1; v2) dv1dv2. Since bk � ml+1

2
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for every k; l 2 K� such that l > k,14 then  (QG) >
P
k2K� � (k). For each k 2 K� we have:

� (k) >

Z �mk+1
2

mk+1
2

Z �mk
1

mk
1

�(QG; v1; v2) dv1dv2 +

Z bk

mk+2
2

Z �mk
1

mk
1

�(QG; v1; v2) dv1dv2

+

Z �mk+1
2

mk+1
2

Z mk
1

ak

��(QG; v1; v2) dv1dv2

By de�nition, �(QG; v1; v2) = �
�
mk
1;m

k+1
2

�
for every (v1; v2) 2

�
mk
1; �m

k
1

�
�
h
mk+1
2 ; �mk+1

2

i
.

Also, since�(QG; v1; v2) is weakly decreasing in v1 and weakly increasing in v2 then�(QG; v1; v2) �

�
�
mk
1;m

k+2
2

�
for every (v1; v2) 2

�
mk
1; �m

k
1

�
�
h
mk+2
2 ; bk

i
and �(QG; v1; v2) � �

�
mk�1
1 ;mk+1

2

�
for

every (v1; v2) 2
�
ak;m

k
1

�
�
h
mk+1
2 ; �mk+1

2

i
. Therefore:

� (k) > �
�
mk
1;m

k+1
2

�
�
���mk

1

��� � ���mk+1
2

��� (2)

+�
�
mk
1;m

k+2
2

�
�
���mk

1

��� � �bk �mk+2
2

�
+�
�
mk�1
1 ;mk+1

2

�
�
���mk+1

2

��� � �mk
1 � ak

�
Suppose bk = �mk+1

1 (� �v2). The third summand in the RHS is non-negative. Since �mk+1
1 > �mk+1

2

then:

� (k) >
���mk

1

��� � ���mk+1
2

��� � �� �mk
1 �mk+1

2

�
+
�
�mk+1
1 �mk+2

2

��
Note, however, that credibility and p

�
mk+1
1 ;mk+1

2

�
= 0 imply that m

k+1
1 + �mk+1

1
2 � mk+1

2 + �mk+1
2

2 .

Rearrange to get
�
�mk
1 �mk+1

2

�
+
�
�mk+1
1 �mk+2

2

�
� 0 and thus � (k) > 0.

If bk < �mk+1
1 then ak = mk

2 (otherwise this is a boundary case). An analogue argument of

omitting the second argument in the RHS of (2) shows that � (k) > 0. Thus, � (k) > 0 for every

k 2 K�, and therefore  (QG) > 0. This is a contradiction to the budget balance of G.

Boundary case: In the boundary case �v2 < �mk+1
1 and v1 > mk

2 for every k 2 K�. We show

that G is not optimal by showing that there exists a SPM that implements a posted price and

generates more surplus than G.

Note that if v1 > mk
2 then k � 2 (otherwise mk�2

1 and mk�1
2 are de�ned, and since �mk�1

2 =

mk
2 < v1 then

mk�1
2 + �mk�1

2
2 <

mk�2
1 + �mk�2

1
2 , which contradicts credibility). Also, if �mk+1

1 > �v2 then

k � jM2j�2 (otherwisemk+2
1 andmk+3

2 are de�ned, and sincemk+2
1 = �mk+1

1 > �v2 then
mk+3
2 + �mk+3

2
2 <

mk+2
1 + �mk+2

1
2 , which contradicts credibility).

The fact that �v2 < �mk+1
1 and v1 > mk

2 for every k 2 K� implies that either (jM2j = 3 and

14To see why bk � ml+1
2 when l > k , note that according to lemma 10 it must be that l � k + 2. If l > k + 2

then �mk+1
1 � mk+4

2 , or otherwise there is a contradiction to p
�
mk+2
1 ;mk+3

2

�
= 1. If l = k + 2 then l 2 K� implies

bk < m
k+3
2 .
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�v2 < �m2
1) or (jM2j = 3 and v1 > �m2

2) or (jM2j = 4 and v1 > �m2
2 and �v2 < �m3

1)). Assume that the

latter holds, as illustrated in �gure 8.15 For convenience we normalize m1
1 = 0; �m

4
2 = 1 and denote

�m1
1 � �; �m2

2 � x; �m2
1 � y; �m3

2 � 1� ". Since �
�
m2
1;m

3
2

�
< 0 then x > y.

Figure 8: Budget-balance calculations: the boundary case.

Optimality of G implies E
�
v2 j v2 2 m3

2

�
= E

�
v1 j v1 2 m3

1

�
. Otherwise, if

E
�
v2 j v2 2 m3

2

�
< E

�
v1 j v1 2 m3

1

�
then decreasing m4

1 by a small amount would increase the

surplus, decrease the de�cit and would not a¤ect credibility. For the same reason it must be that

E
�
v2 j v2 2 m2

2

�
= E

�
v1 j v1 2 m2

1

�
. We therefore have �m1

2 = (� + y � x) and �m3
1 = (1� ")+x�y.

Optimality of G implies also that either " = 0 or � = 0. Writing the surplus and de�cit

generated by G explicitly yields:

D (G) = (�x) "2 + x (x� 2y + 1) "+ (y � 1)�2 � (y � 1) (2x� y)� + y (x� 1) (x� y)

S (G) = �1
2
(1� x) "2 + 1

2
(1� x) (x� 2y + 1) "� 1

2
y (x� � � 1) (x� y � � + 1)

Since G is optimal then D (G) = 0.16 Suppose that x + y > 1. Solving for � (") such that

D (G) = 0, and plugging it into S (G) gives the surplus as a function of ", s.t. D (G) = 0. Taking

the �rst derivative gives:

dS

d"
jD(G)=0 =

1

(1� y) (1� x� y)
�
x� 2y + 1

2
� "
�

Note that " = x�2y+1
2 implies D (G) > 0, and since @D(G)

@" > 0, it must be that " < x�2y+1
2

which implies dS
d" jD(G)=0 < 0. Thus " = 0 maximizes SjD(G)=0 and generates the suprlus S"=0 =

1
2y (1� x)

�
x�2y+1
1�y

�
. Note, however, that the surplus generated by setting a posted price y is

Spp_y =
1
2y (1� y). The di¤erence Spp_y � S"=0 =

1
2

y
1�y (x� y)

2 is positive, and this is a contra-

15For the other two cases the proof is similar.

16Otherwise, for example, increasing y would increase the surplus without violating credibility.
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diction to the optimality of G.

If x + y < 1 the proof is similar, only that in this case � = 0 is optimal and it generates less

surplus than the posted price x.

9.6 Proof of Lemma 7

We start by constructing a quasi-monotone cover Q� (G) for QG. Denote by 
 set of all environ-

ments at period T�1 of all histories of length T inG, that is 
 = fmT�1 j (m1; ::;mT�1;mT ) 2 Hg,

and denote by ! an element in 
. The set 
 is the set of all the environments in which a posted

price is going to be implemented at period T . Therefore, for all ! 2 
, the set QG \ ! (which is

the set of pairs that trade at T ) is quasi monotone.

Let �!i and !i denote the upper and lower bounds of !i, respectively. Since ! 2 
 is an

environment then �!1; !1; �!2 and !2 are all well de�ned. Q� (G) is constructed by "attaching" to

every ! 2 
 a subset of QG that contains pairs (v1; v2) 2 QG such that v1 < �!1 and v2 > !2. This

is done such that every pair (v1; v2) 2 QG is attached to exactly one !.

Let us order all the elements ! 2 
 in an ascending, with respect to !2, and if !2 is equal for

two elements then according to !1. Denote by !
k the kth element in 
 according to this order.

For convenience denote !j
j+12 � �v2. For each !k, de�ne r (k) to be the lowest element l such that

l > k and !l1 < �!k1. If such l does not exists we de�ne r (k) to be j
j+ 1. Formally:

r (k) =

8<: j
j+ 1
�
!l j !l1 < �!k1 and l > k

	
= ?

min
�
l j !l1 < �!k1 and l > k

	
otherwise

We attach subsets of QG to the elements in 
 in an iterative process, according to the order

de�ned above. The set of pairs that is attached to !k is denoted Qk, and de�ned as follows �it

contains all the pairs (v1; v2) 2 Q such that v1 � v1 < !k1 and !
k
2 < v2 < !

r(k)
2 that have not already

been attached to Qj with j < k. Formally Qk =
n
Q= [k�1j=1 Qj

o
\
��
v1; �!

k
1

�
�
h
!k2; !

r(k)
2

i�
. Figure

6b in the text shows sets Qk that were formed according to this process.

By construction it is clear that every (v1; v2) 2 QG is contained by no more than one set Qk.

Since every (v1; v2) 2 QG such that �!k1 < v1 < !k1 for some k is contained in either Qk or Qr(k),

then each (v1; v2) is contained in exactly one Qk. Also, since QG \ !k is quasi-monotone for every

k, then every Qk is also quasi-monotone. Therefore Q� (G) � fQkgj
jk=1 is a quasi monotone cover

of G.

We continue by showing that  (Qk) � 0 for everyQk 2 Q� (G). Denote xk = min fv1 j (v1; v2) 2 Qkg

and yk = max fv2 j (v1; v2) 2 Qkg. Recall that for every k, the optimal posted price is implemented
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A

C

B

D

(a) Case 1

C

D

(b) Case 2

Figure 9: Representative elements in Q� (G)

in the environment !k 2 
 at period T .

Suppose that !k2 <
!k1+�!

k
2

2 < �!k1, as illustrated in �gure 9a. Consider the area A in the �g-

ure, and denote by �(A) be the value of �(Qk; v1; v2) of a representative pair (v1; v2) in A

(see section 5 for the de�nition of �). It is easy to see that �(A) =
�
!k1 � !k2

�
. Similarly

�(B) =
�
!k1+�!

k
2

2 � !k2
�
;�(C) =

�
�!k1 �

!k1+�!
k
2

2

�
and �(D) =

�
�!k1 � �!k2

�
. Therefore:

 (Qk) �
Z !k1

xk

Z !k1+�!
k
2

2

!k2

�(A) dv2dv1 +

Z !k1

xk

Z �!k2

!k1+�!
k
2

2

�(B) dv2dv1

+

Z !k1+�!
k
2

2

!k1

Z yk

�!k2

�(C) dv2dv1 +

Z �!k1

!k1+�!
k
2

2

Z yk

�!k2

�(D) dv2dv1

=
�
!k1 � xk

��!k1 + �!k2
2

� !k2
�2
+
�
yk � �!k2

��
�!k1 �

!k1 + �!
k
2

2

�2
� 0

and the inequality is strict if either
�
!k1 > xk

�
or
�
yk > �!k2

�
.

Suppose on the other hand that !
k
1+�!

k
2

2 < !k2 as illustrated in �gure 9b. Let �(C)and �(D) be

de�ned as above, and now �(C) =
�
�!k1 � !k2

�
and �(D) =

�
�!k1 � �!k2

�
. Therefore

 
�
Qk
�

�
Z !k2

!k1

Z yk

�!k2

�(C) dv2dv1 +

Z �!k1

!k2

Z yk

�!k2

�(D) dv2dv1

=
�
yk � �!k2

��
�!k1 � !k2

���
!k2 � !k1

�
+
�
�!k1 � �!k2

��
>

�
yk � �!k2

��
�!k1 � !k2

��
�!k1 �

!k1 + �!
k
2

2

�
> 0
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and the inequality is strict if yk > �!k2. The case in which �!
k
1 <

!k1+�!
k
2

2 is analogue. Thus

 
�
Qk
�
� 0 for every Qk 2 Q� (G).

Furthermore, if 
 is not a singleton (which is the case when there exist h; h0 2 H=Z such that

L (h) = L (h0)) then at least for one element !k, either

!k1 > min fv1 j (v1; v2) 2 Qkg or �!k2 < max fv2 j (v1; v2) 2 Qkg and thus  (Qk) > 0 for at least

for one element in Qk 2 Q� (G).

9.7 Proof of Lemma 8

The proof begins with de�nitions of some useful functions, continues with two lemmas that highlight

characteristics of these functions, and concludes by applying the lemmas to the case of a SPM with

a DMT that has a quasi-monotone cover.

For every environment F = (F1 � F2) � V and a DMT Q � F let:

�qi (Q;F; vi) =

Z
v�i2F�i

1(v1;v2)2Q �
�

1
�F�i � F�i

�
dv�i

R1 (Q;F ) =

Z
v12F1

�q1 (Q;F; v1) �
�
v1 � F 1
�F1 � F 1

�
dv1

R2 (Q;F ) =

Z
v22F2

�q2 (Q;F; v2) �
�
1� v2 � F 2

�F2 � F 2

�
dv2

S (Q;F ) =

Z
v12F1

Z
v22F2

�
(v2 � v1) � 1(vi;v�i)2Q

�
�
�

1
�F1 � F 1

��
1

�F2 � F 2

�
dv2dv1

where �Fi denotes the highest type in Fi and F i denotes the lowest one. Let FBi (Q) =

fvi j (v1; v2) 2 Q for some v�i 2 V�ig and FB (Q) = FB1 (Q) � FB2 (Q). We refer to F
B (Q) as

the bounding environment of Q, this is the smallest environment that contains all the elements in

Q. Finally, let � (Q) =
�
�FB1 (Q)�FB1 (Q)

�v1�v1

�
�
�
�FB2 (Q)�FB2 (Q)

�v2�v2

�
, this is the ex ante expected probability

that the buyer�s type is in FB2 (Q) and the seller�s type is in F
B
1 (Q).

If Q is induced by a mechanism which is incentive compatible in the environment F , then the

quantities Ri(Q;F ) and S (Q;F ) are the information rent that has to be paid to agent i and the

surplus generated by the mechanism, respectively. If, in addition, the lowest type of the buyer and

the highest type of the seller in F expect payo¤ 0, then the de�cit of the mechanism is given by

R1 (Q;F ) +R1 (Q;F )� S (Q;F ). The functions Ri (Q;F ) and S (Q;F ) are de�ned, however, even

if Q is not induced by an incentive compatible mechanism.

We continue by stating and proving two lemmas:

Lemma 11 If Q is a DMT and Q0 is a submap of Q then Ri (Q;V ) = Ri (Q
0; V ) + Ri (QnQ0; V )
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and S (Q;V ) = S (Q0; V ) + S (QnQ0; V ).

Proof. We show the explicit proof for the case of i = 2. The proof for i = 1 is similar and is

omitted. Note that �qi (Q;V; vi) = �qi (Q
0; V; vi) + �qi (QnQ0; V; vi) for every vi 2 Vi. Therefore:

R2 (Q;V ) =

Z
v2 62F2(Q0)

�q2 (Q;V; v2)

�
1� v2 � v2

�v2 � v2

�
dv2

+

Z
v22F2(Q0)

�q2
�
QnQ0; V; v2

��
1� v2 � v2

�v2 � v2

�
dv2

+

Z
v22F2(Q0)

�q2
�
Q0; V; v2

��
1� v2 � v2

�v2 � v2

�
dv2

Since �q2 (Q0; V; v2) = 0 for v2 62 F2 (Q0) then the third element of the RHS is in fact R2 (Q0; V ),

and since �q2 (Q;V; v2) = �q2 (QnQ0; V; v2) for v2 62 F2 (Q0) then:

R2 (Q;V ) =

Z
v22V2

�q2
�
QnQ0; V; v2

��
1� v2 � v2

�v2 � v2

�
dv2 +R2

�
Q0; V

�
= R2

�
QnQ0; V

�
+R2

�
Q0; V

�
The equality S (Q;V ) = S (Q;V ) +S (QnQ;V ) follows directly from 1(vi;v�i)2Q = 1(vi;v�i)2Q0 +

1(vi;v�i)2QnQ0 .

Lemma 12 Ri (Q;V ) � � (Q) �Ri
�
Q;FB (Q)

�
and S (Q;V ) = � (Q) � S

�
Q;FB (Q)

�
Proof. We show the explicit proof for the case of R2. The proof for R1 is similar and is omitted.

Since �q2 (Q;V; v2) = 0 for v2 62 FB2 (Q) then:

R2 (Q;V ) =

Z
v22V2

�q2 (Q;V; v2)

�
1� v2 � v2

�v2 � v2

�
dv2

=

Z
v22FB2 (Q)

�q2 (Q;V; v2)

�
1� v2 � v2

�v2 � v2

�
dv2

�
Z
v22FB2 (Q)

�q2 (Q;V; v2)

� �FB2 (Q)� v2
�v2 � v2

�
dv2

Since �q2 (Q;V; v2) =
�FB1 (Q)�FB1 (Q)

�v1�v1
� �q2

�
Q;FB (Q) ; v2

�
, then:

=

Z
v22FB2 (Q)

�q2
�
Q;FB (Q) ; v2

�� �FB2 (Q)� v2
�v2 � v2

�
�
� �FB1 (Q)� FB1 (Q)

�v1 � v1

�
� dv2

= � (Q) �
Z
v22FB2 (Q)

�
�q2
�
Q;FB (Q) ; v2

�
�
�
1� v2 � F 2 (Q)

�FB2 (Q)� FB2 (Q)

��
dv2

= � (Q) �R2
�
Q;FB (Q)

�
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To show that S (Q;V ) = � (Q) � S
�
Q;FB (Q)

�
, write:

S (Q;V ) =

Z
v12V1

Z
v22V2

(v2 � v1) � 1(vi;v�i)2Q �
1

�v1 � v1
1

�v2 � v2
dv2dv1

= � (Q) �
Z
v12V1

Z
v22V2

�
(v2 � v1) � 1(vi;v�i)2Q

�
� 1
�FB1 (Q)� FB1 (Q)

1
�FB2 (Q)� FB1 (Q)

dv2dv1

= � (Q) � S
�
Q;FB (Q)

�

Suppose now that G is a mediator in the environment V and that Q is a quasi-monotone

cover of QG. It follows from lemma 11 that Ri (QG; V ) =
P
Qk2QRi (Qk; V ) and S (QG; V ) =P

Qk2Q S (Qk; V ). Since G is incentive compatible then D (G) = R1 (QG; V ) + R2 (QG; V ) �

S (QG; V ) which, in turn, implies that

D (G) =
P
Qk2QR1 (Qk; V )+R2 (Qk; V )�S (Qk; V ), and by lemma 12 thereforeD (G) �

P
Qk2QR1

�
Qk; F

B (Qk)
�
+

R2
�
Qk; F

B (Qk)
�
� S

�
Qk; F

B (Qk)
�
.

For every Qk denote by �k an incentive compatible mechanism in the environment FB (Qk)

that induces Qk, in which the types �FB1 (Qk) and F
B
2 (Qk) expect the payo¤ 0. The de�cit of �

k is

given by D
�
�k
�
= R1

�
Qk; F

B (Qk)
�
+ R2

�
Qk; F

B (Qk)
�
� S

�
Qk; F

B (Qk)
�
on one hand, and on

the other hand equals  (Qk) (according to proposition 1). Therefore D (G) �
P
Qk2Q  (Qk).

10 References

1. Baliga, S., Corchon, L. and Sjostrom, T. (1997), �The theory of implementation when the

planner is a player�, Journal of Economic Theory, 77(1), 15-33.

2. Bester, H. and Strausz, R., (2000), "Imperfect commitment and the revelation principle: the

multi-agent case", Economics Letters, 69(2), 165-171

3. Bester, H. and Strausz, R., (2001), "Contracting with Imperfect Commitment and the Reve-

lation Principle: The Single Agent Case", Econometrica, 69(4), 1077-98.

4. Blume A., Board, O.J., and Kawamura, K. (2007): "Noisy talk", Theoretical Economics, 2

(4), 395-440.

5. Borgers, T. and Norman P., (2008), "A Note on Budget Balance under Interim Participation

Constraints: The Case of Independent Types", Economic Theory, 34.

6. Chakravorty, B., Corchon, L. and Wilkie, S. (2006), "Credible implementation", Games and

44



Economic Behavior, 57(1), 18-36.

7. Crawford, V. and Sobel, J., (1982), "Strategic Information Transmission," Econometrica,

50(6), 1431-51.

8. Forges, F. (1986), �An approach to communication equilibria.�Econometrica, 54,1375�1385.

9. Gibbons, R. (1988), �Learning in Equilibrium Models of Arbitration�, The American Eco-

nomic Review, 78(5), 896-912.

10. Goltsman, M., Horner, J., Pavlov, G. and Squintani, F. (2009), "Mediation, arbitration and

negotiation", Journal of Economic Theory, 144(4), 1397-1420.

11. Ivanov, M. (2010), "Communication via a strategic mediator", Journal of Economic Theory,

145 (2) 869�884.

12. Myerson, R. (1986), �Multistage games with communication.�Econometrica, 54,323�358.

13. Myerson, R. and Satterthwaite, M. (1983), "E¢ cient mechanisms for Bilateral Trading",

Journal of Economic Theory, 29(2), 265-281.

14. Osborne, M. and Rubinstein, A., (1994), A course in game theory, MIT Press.

15. Sobel, J., (2013). Giving and receiving advice. In: Acemoglu, D., Arellano, M., Dekel, E.

(Eds.), Advances in Economics and Econometrics. Cambridge University Press, pp. 305�341,

Chap. 10.

16. Skreta, V. (2006), �Sequentially Optimal Mechanisms�, The Review of Economic Studies, 73

(4), 1085-1111.

17. Skreta, V. (2013), "Optimal Auction Design Under Non-Commitment" Working Papers 13-08,

New York University, Leonard N. Stern School of Business, Department of Economics.

18. Vartiainen, H. (2013), �Mechanism design without commitment�, Working paper.

45




